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Summary 

This dissertation contributes to the discussion on the format of mental representations. To do this, a 

theoretical analysis of different positions serves to clarify underlying distinctions between approaches. 

This consequently produces a new formulation of grounded cognition, an embodied approach to mental 

representations. This new formulation has fewer theoretical weaknesses and is rife for interdisciplinary 

integration. We perform such an integration with the predictive processing framework. This analysis and 

consequent integration produce a clear position on the format of mental representations called analog 

representations. It is fleshed out with various interdisciplinary supporting literature and a host of 

mechanisms from grounded cognition research.  

The theoretical analysis in this dissertation contrasts cartesianism with holistic monism. Cartesianism, 

which is dominant in cognitive science and most other life sciences, neglects the inherent complexity 

giving rise to natural phenomena. Here, it is argued, that, despite the usefulness of this approach in 

many regards, it is an impediment to grounded cognition research. Firstly, because grounded cognition 

straddles opposing epistemological and ontological positions. This intra-theoretical tension undermines 

its theoretical stability. Second, because reductionist strategies and practices, when applied to complex 

systems, will fail to deliver explanations with natural kinds. Under the uncontroversial assumption that 

mental representations are the product of a complex system, the reductionist approach is therefore ill-

fitting.  

First, three central approaches to cognition and mental representations are presented, Standard 

Cognitive Science, Grounded Cognition, and Life-Mind Continuity, along with their commitments to 

cartesianism and holistic monism. Next, it is assessed whether grounded cognition is committed to 

holistic monism, or whether one finds cartesian stowaways implicit in its theories. Such a stowaway is 

identified and consequently tested in Article I and Article II. The details of cartesianism and holistic 

monism are then detailed, allowing, consequently to identify these in grounded cognition theorizing. 

Next, in Article III, a reading of grounded cognition is formulated which discards the cartesian 

stowaways, and in Article IV this reformulation is integrated with the life-mind continuity approach. 

Future directions, implications, and limitations are discussed in conclusion. 
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Zusammenfassung 

Diese Dissertation leistet einen Beitrag zur aktuellen Debatte über das Format mentaler 

Repräsentationen. Zu diesem Zweck wird eine theoretische Analyse der dominierenden Positionen 

durchgeführt, die die grundlegenden Unterschiede zwischen den verschiedenen Ansätzen 

herausarbeitet. Dies mündet in einer neuen Formulierung des Grounded-Cognition-Ansatzes. Diese 

Neufassung weist weniger theoretische Schwächen auf und eignet sich für eine interdisziplinäre 

Integration, die in dieser Dissertation vorgenommen wird. Die Analyse sowie die daraus resultierende 

Integration ermöglichen die Beantwortung der Frage nach mentalen Repräsentationen und zeigen, dass 

es sich dabei um analoge Repräsentationen handelt. Analoge Repräsentationen zeichnen sich dadurch 

aus, dass sie viele Merkmale ihrer Referenten beibehalten, wie beispielsweise deren Struktur oder Form. 

Diese Neufassung wird durch eine Vielzahl interdisziplinärer Literatur sowohl theoretisch als auch 

empirisch gestützt. 

Die theoretische Analyse wird durch den Kontrast zwischen den philosophischen Ansätzen des 

Cartesianism und des Holistic Monism geleitet. Der Cartesianism, der in den Kognitionswissenschaften 

und den meisten anderen Lebenswissenschaften vorherrscht, vernachlässigt mit seiner Betonung auf 

Reduktionismus die inhärente Komplexität natürlicher Phänomene. Unter der weitgehend akzeptierten 

Annahme, dass mentale Repräsentationen das Ergebnis eines komplexen Systems sind, erweist sich der 

reduktionistische Ansatz daher als ungeeignet. Erstens, weil Grounded Cognition gegensätzliche 

epistemologische und ontologische Positionen enthält: Anstatt einer holistischen Epistemologie, die mit 

der monistischen Ontologie von Grounded Cognition korrespondiert, weist es eine reduktionistische 

Epistemologie auf. Dieser intra-theoretische Widerspruch gefährdet die theoretische Kohärenz. Zweitens 

können reduktionistische Strategien und Methoden, wenn sie auf komplexe Systeme angewandt werden, 

keine Erklärungen anhand von „natural kinds“ liefern, was ein wichtiges Ziel wissenschaftlichen 

Fortschritts ist. 

Zu Beginn dieser Dissertation werden drei zentrale Ansätze zur Kognition und mentalen Repräsentation 

vorgestellt: (1) Standard-Kognitionswissenschaft, (2) Grounded Cognition und (3) Life-Mind-

Continuity, sowie deren jeweilige Verknüpfung mit Cartesianism und Holistic Monism. Anschließend 

wird untersucht, ob Grounded Cognition implizit cartesianische Elemente enthält. Artikel I und 

Artikel II identifizieren diese Elemente und prüfen sie sowohl theoretisch als auch empirisch. Die 

Charakteristika des Cartesianism und des Holistic Monism werden folglich spezifischer ausgearbeitet, 

um ihren Einfluss auf Theorien der Grounded Cognition zu bestimmen. In Artikel III wird schließlich 
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eine Formulierung von Grounded Cognition entwickelt, die diese reduktionistischen Annahmen 

verwirft. Artikel IV erweitert diese Neufassung, indem sie sie in die Life-Mind-Continuity-These 

integriert. Dadurch werden die Erkenntnisse der Grounded-Cognition-Forschung in eine evolutionär 

und biologisch plausible Theorie eingebettet. Abschließend werden zukünftige Forschungsrichtungen, 

Implikationen und Limitationen diskutiert.  
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1. Introduction 

The central goal of cognitive science is understanding how cognition works. Central to this 

endeavor is certainly the construct of mental representations. For example, thinking about whether to 

drink from a bottle, involves a mental representation of the concept of drinking, of a bottle and so on. 

This is also evident in a variety of definitions of cognition which suggest mental representations as central 

in cognitive science. The Stanford Encyclopedia of Philosophy states: “cognitive states and processes are 

constituted by the occurrence, transformation and storage (in the mind/brain) of information-bearing 

structures (representations) of one kind or another” (Pitt, 2022). Similarly, in a discussion on “What is 

Cognition?” (Bayne et al., 2019), different experts voice their definition of cognition: Timothy Bayne 

argues that all cognition has a few central features, the foremost of which, according to him, “concerns 

concepts. Thinking, reasoning, perceiving, imagining, and remembering are cognitive processes to the 

extent that they involve the use of concepts.” (p. 603). In the same discussion, David Byrne argues 

“Taking the cognitive approach entails asking questions about what information is (in some way) 

represented by an individual” (ibid., p. 609). The suggestion here is that at the center of the study of 

cognition is the mental representation of concepts. Mental representations are everywhere, and one of 

the central discussions about the topic of mental representations concerns their format. When 

representing the concept of drinking from a bottle, how does this representation manage to bear this 

meaning? 

A multitude of theories has been put forth addressing this topic, and a goal of this dissertation 

is to comprehensively navigate and evaluate them. These theories are vastly different, underwritten not 

only by contrasting approaches to cognitive science research, but also to knowledge generation, and even 

having completely different foundational views on nature itself. These foundational views and the 

resulting downstream consequences in the scientific process inform the theories deeply, impacting not 

only the explicit content, but also the assumptions implicit in the kinds of explanations they produce. I 

show here, an examination of these theories’ assumptions about the brain and nature produces insights 

comprehensive enough to significantly alter the current discussion about them, because it uncovers not 

only the specific positions of each theory but illuminates the deep chasm between them.  

The foundational approach taken here, starting with the foundational worldview underlying 

each theory allows to strip back shallow differences, and to compare theories from a joint shared 

position. The here-presented meta-theoretical analysis therefore reshapes the discussion of their more 

surface-level postulates because foundational constructs can be aligned across surface-level theoretical 
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boundaries. Beyond, this foundational approach manages to explicate the place of higher-level cognition 

on a continuum spanning from the simple basal emergence of cells to the sophisticated abilities of 

human cognition. 

In this analysis of theories of cognition, I will focus on three predominant approaches to 

understanding the format of mental representations that have surfaced in past theories. The most 

common two can be characterized as Standard Cognitive Science (SCS), and the framework often framed 

as its antagonist, the Grounded Cognition (GC)1 approach. SCS postulates a cartesian approach, meaning 

that it posits mental representations unlike anything found in nature (symbolic representation, rule-

based logic, etc.). GC is often portrayed as its opposition because it has a distinctly non-cartesian 

postulate: mental representations involve the same format as that underlying action and perception. Yet, 

in the following, I argue that GC, in its departure from SCS, has harbored stowaways in the form of 

assumptions stemming from its cartesian worldview. These assumptions are not located in explicit 

postulates, rather they are implicit, residing in the types of theories GC proposes and the characteristics 

of the constructs which populate them. This leaves GC in a split, with the assumptions underlying its 

explanations differing from the assumptions inherent in the types of theories it produces (see Figure 1B). 

It is therefore necessary to identify and remove such cartesian stowaways in GC. In order to do this, it will 

be useful to view GC through the lens of the third predominant position, the Life-Mind Continuity (LMC) 

approach. LMC is, in fact, arguably the more direct counterpart to SCS, because it argues for universal 

principles underlying the emergence of life and cognition. Here, it serves as a useful perspective for 

examining GC’s cartesian stowaways by extracting differences in their theories and constructs. I describe 

a reading of GC based on LMC, which allows GC to depart fully from implicit cartesian commitments, 

by uncovering cartesian stowaways. A GC without cartesian stowaways is aligned in its explicit and 

implicit theoretical commitments and assumptions, making it more theoretically coherent. Additionally, 

a central feature of LMC is that it is biologically plausible, because it builds directly on what is known 

from nature. Therefore, the non-cartesian reading of GC, which this analysis produces, will also be 

biologically plausible, a beneficial characteristic because it incurs theoretical parsimony. This dissertation 

intends to 1) demonstrate that GC harbors cartesian stowaways (sections 1-4), 2) describe and identify 

these cartesian stowaways within GC theories (sections 5-10), and 3) consequently describe a formulation 

 
1 This distinction reduces a vast and nuanced space into a dichotomy to facilitate discussion. Yet these two streams 

have been fairly distinct, for which reason they also have many names such as being called the classic computational theory of 
cognition versus the empirical approach (W. M. Ramsey, 2007) or the componential computational theory of mind versus embodied 
cognitive science (M. L. Anderson, 2014) among others. Also, GC will be treated as mostly similar to the term embodied 
cognition, the overlap is large enough in the discussion of mental representations that this distinction will be irrelevant. In 
those mentions where it is relevant, it will be explicitly stated. 
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of GC without them, that aligns fully with LMC approaches like the free-energy principle (sections 11-

15). 

 This dissertation will proceed as follows (for overview, also see Table 1). To begin, I outline the 

SCS, GC, and LMC approaches. Next, I view GC from the perspective of LMC. If GC harbors cartesian 

stowaways from SCS, these will be in conflict with LMC and thereby uncovered. Identifying and 

evidencing one such stowaway would warrant a full analysis of the foundational assumptions of GC 

theorizing. The cartesian stowaway which this LMC perspective uncovers is that GC has limited the types 

of representations which can ground concepts, neglecting representations of physical invariants. In 

Article I and Article II, this stowaway is analyzed and consequently tested, providing theoretical and 

empirical evidence in favor. These articles demonstrate that GC does indeed harbor cartesian stowaways, 

which motivates the need to rid GC of these cartesian stowaways, warranting a full analysis of its 

assumptions. It also demonstrates a weakness of the cartesian approach generally, motivating the need 

to align GC with LMC. In order to identify all cartesian stowaways, and consequently rid GC of them, 

I consequently assess cartesianism in its entirety. First, its most foundational aspects, the worldview 

underlying cartesian approaches to science (based in Euclidean geometry), then research strategies it 

produces (proceeding by decomposition and localization), and finally, most specifically, the types of 

theories produced by these strategies (boxes-and-arrows theories), are described. With this clear picture 

depicting the deep chasm between these approaches across different levels of the research process, I 

progress to a comprehensive assessment of these assumptions in SCS’, LMC’s, and GC’s theories. This 

not only leads to the conclusion that GC is heavily shaped by these cartesian stowaways, but also the 

need to generate a reading of GC without them. In Article III, a non-cartesian reading of GC, the 

‘minimalist account’, is then produced. Next, in Article IV, the strength of this account is demonstrated 

as it is aligned with the LMC theory of predictive processing. Summarizing, in this dissertation, I 

motivate and formulate a non-cartesian and biologically plausible, description of the format of mental 

representations, which is supported by – and extends – converging literatures on predictive processing, 

grounded cognition, structural representations, and others. For a full overview of the articles and their 

role in this aim, see Table 1.  

The endeavor undertaken here is a timely and necessary step. It is only now possible, because the 

relative novelty of LMC did not allow to look at GC ‘from the outside’. With no alternative theory, it is 

exceedingly difficult to recognize implicit assumptions. GC originated from severe theoretical 

shortcomings of SCS (e.g., Harnad, 1990; Searle, 1980). At the time, only the very radical ecological 
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approach (e.g., Gibson, 1979) could serve as a contrast2. Recently though, the advent of prediction-error 

minimization approaches offers a different view of cognition, which is nonetheless compatible enough 

to allow assessing GC’s implicit assumptions. Furthermore, while GC has made progress, its general 

postulates are still mostly in line with the theoretical positions of its central theories from before 2000 

(Barsalou, 1999; Lakoff & Johnson, 1980). Around that time, the seminal study which formed the 

vanguard of predictive coding in the mainstream (Rao & Ballard, 1999) was published. Since then, 

prediction-error minimization theories like the Free-Energy Principle have not only been formulated and 

developed, but also become leaders in their fields (Hohwy, 2020; Poth, 2022). It may be that GC is now  

between one old and one new world and is rife for detailed theoretical comparison. 

 
2 Although it may be argued that connectionism  (e.g., Rumelhart et al., 1986) also constitutes a contrast to SCS, it 

is still mostly committed to the vast majority of theoretical details in SCS (O’Brien & Opie, 2006; Smolensky, 1988). Also, 
it must be acknowledged that some early work on LMC indeed predates even much of the SCS discussed here (e.g., 
Maturana, 1970; Maturana & Varela, 1980), yet it is uncontroversial to state that the majority of work on this came later 
with the mid-1990s’ surge of work on A-Life (e.g., Godfrey-Smith, 1994; Wheeler, 1997). 
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Before progressing to examining these approaches, it is important to note that many terms used 

in this dissertation like ‘complexity’ or ‘self-organization’ are often associated with ecological approaches 

like the dynamical hypothesis (Gelder, 1998), radical embodiment (Chemero, 2013), or enactivism 

(Hutto & Myin, 2012). These ecological approaches are loaded with a host of other, more radical, 

theoretical addenda such as denying mental representations. The current discussion and subsequent use 

of the insights gained from complexity science should not serve to suggest allegiance to these other radical 

implications of such approaches. Furthermore, a short note on terminology. The respective terms 

introduced above (SCS, GC, LMC) can be classified varyingly as theories, frameworks, approaches or 

models, depending on how they are used. This use is not consistent in literature, and they also carry 

Table 1 
Listing of the Articles in this dissertation and their respective role in argumentation 

Sequence Article Title Role in Dissertation Argumentation 

 
Article I Physical Invariants in Abstract Concept 

Grounding – The Physical World in 
Grounded Cognition  

Identification of a cartesian stowaway 
in GC – Theoretical evidence 

Article II Grounded cognition and the representation 
of momentum: abstract concepts modulate 
mislocalization 

Identification of a cartesian stowaway 
in GC – Experimental evidence 

• Articles I and II together demonstrate that GC harbors a cartesian stowaway, motivating a full 
analysis of GC to identify cartesian stowaways.  

• They also demonstrate that these cartesian stowaways prevent GC from incorporating new 
evidence, constituting a theoretical weakness. This motivates the consequent LMC-formulation of 
GC 

Article III Issues in Grounded Cognition and how to 
solve them – The Minimalist Account  

A formulation of GC without 
cartesian stowaways, i.e., a holistic 
version 

Article IV Higher-Level Cognition under Predictive 
Processing: Structural Representations, 
Grounded Cognition, and Conceptual 
Spaces 

Because the minimalist account is 
holistic, it can be transplanted onto 
other, biologically plausible, LMC 
theories, like predictive processing 

• This transplantation produces a description of the format of mental representations under 
predictive processing and GC which is holistic and in line with LMC. 
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different names in different texts. For current purposes I have used these three names, SCS, GC, LMC 

because they are common and simultaneously specific. Furthermore, I will call them theoretical 

approaches. This captures their breadth, as I discuss the general practices throughout the respective field. 

Therefore, I am not focusing on one specific theory, unless stated otherwise (such as when mentioning 

the ‘free-energy reading of LMC’). Similarly, I will use the term phenomenon in line with the APA 

definition of the term: “an observable event or physical occurrence.” The term is intentionally vague in 

order to capture any sort of thing which one intends to explain with a theory (cf. Bogen & Woodward, 

1988; Haig, 2013). It is now possible to begin looking at these different theoretical approaches. 

1.1. Standard Cognitive Science 

SCS relies on the central motif of the computer metaphor, in which the brain is viewed as a 

computer. This corresponds to a view of cognition which argues that cognition is computation using 

algorithms over logic (e.g., Gallistel & King, 2009; Newell, 1980). More than a guiding metaphor, this 

view is central to SCS, so much that it is often simply called the computational approach (e.g., Edelman, 

2008; Shagrir, 2006). The computer metaphor argues that the brain has the structure of, and functions 

like, a computer, and often it is argued that because the brain literally computes, it is also literally a 

computer (Maley, 2022). Specifically, a computer is made up of dedicated modules, such as a hard drive 

which acts as long-term information storage, a RAM module which stores intermediate calculations, or 

a CPU which executes sequences of arithmetic logical operations. The computer’s total function is then 

made up of these. Each module performs only its specific tasks (e.g., the CPU cannot act as long-term 

storage). Computations, i.e., the processes performed by a computer, are sequential steps in which input 

is transformed into symbols, which are transformed by algorithms to produce other symbols which are 

transformed into output (D. A. Patterson & Hennessy, 2017). SCS postulates the same structure and 

functions in the brain. It argues for a modular architecture where perception, cognition, and action 

constitute modules in the brain which are distinct from each other and are each in turn made up of 

individual modules. Accordingly, in the module for cognition, there is e.g., a “language faculty” 

exclusively responsible for language production and comprehension, or a long-term memory separate 

from working memory (e.g., Tooby & Cosmides, 1992). Beyond consisting of encapsulated modules, 

these also interact uni-directionally, in which cognition is distinct from and sandwiched between 

perception and action, and each of module is connected to the others via a one-way path, such that 

perception has no influence on action and vice versa (Hurley, 2001; Marr, 1982). This is especially argued 

for perception, which is assumed to be fully encapsulated such that visual perception is unaffected by 
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other modalities (e.g., auditory perception), and by higher-level cognition (e.g., Firestone & Scholl, 2016; 

Fodor, 2001). Furthermore, in this view, just as the hardware of the computer is independent from its 

software, the body has no special role, and is functionally (at least to cognition) equivalent to any other 

object in the world (Wheeler, 1997).  

The format of mental representations under SCS also takes inspiration from the computer. If 

the brain works using algorithms to process information (Gallistel & King, 2009; von Neumann, 1958; 

Pylyshyn, 1984), correspondingly, the format of mental representation should be discrete and amodal 

symbols (e.g., Carello et al., 1984). Some views go as far as arguing that if neurons are digital, because 

they are either on or off, i.e., firing or not firing, cognition must also be digital, just like a computer 

working over 1s and 0s (e.g., Edelman, 2008). I return to the notion of digital computation later. Perhaps 

the most successful program of SCS is the Language of Thought Hypothesis (Fodor, 1975; Quilty-Dunn 

et al., 2022). This approach argues that cognition is made up of a language (sometimes called ‘mentalese’) 

made up of symbols, analogous to words. These have, for example the format of “ON(cat, mat)” to 

describe the state that a cat is lying on a mat. Cognition then involves the transformation of such 

structures via algorithms.  

SCS is argued to be a cartesian dualist approach as its roots. Cartesian dualism originates from 

Descartes who postulated the existence of a non-physical substance, which can be called the mind or a 

‘soul’, distinct and separate from the body (Blackburn, 2008; Wheeler, 2015). In modern cognitive 

science, these esoteric roots are reigned in, and a cartesian approach to cognitive science argues that the 

mechanisms which underpin cognition are qualitatively different from those which underpin perception 

or action (Foglia & Wilson, 2013). One of the foremost theories underpinning the cognitive revolution, 

Chomsky’s linguistics, explicitly classifies itself as cartesian (Chomsky, 1966) and Jerry Fodor, one of the 

flagbearers of the SCS approach calls his theory “neocartesian” (Fodor, 1983, p. 2). SCS is cartesian 

because nowhere in nature could one find symbols. Even within the body, the symbol-based cognition 

is distinct and qualitatively different from the processes and abilities underlying perception or action. 

This is captured by Pylyshyn (1980), who explicates that there is a difference in kind between human 

cognition and the kinds of phenomena in nature, speaking to “the fundamental distinction between 1) 

behavior governed by rules and representations, and 2) behavior that is merely the result of the causal 

structure of the underlying biological system.” (p. 112).3 Despite most research in cognitive science and 

 
3 The discontinuity of this process is often justified arguing that the ability for language (and thereby sophisticated 

cognition) evolved not gradually over time, but rather by a single ‘great leap forward’ in the form of a genetic mutation 
(Berwick & Chomsky, 2017). 
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psychology not explicating adherence to a computer metaphor or explicitly proposing a language of 

thought, SCS is usually called the classic or standard approach (W. M. Ramsey, 2007; L. A. Shapiro, 

2019) because the cartesian dualism is so wide-spread that it constitutes the default. For example, one 

seminal textbook on cognitive psychology describes SCS’ modularity as a “key assumption” (Eysenck & 

Keane, 2020, p. 8) throughout cognitive psychology generally. Therefore most works, on closer 

inspection of their theoretical frameworks, do have the lingering assumptions of cartesian dualism 

(Cisek, 1999; Mudrik & Maoz, 2015).  

1.2. Grounded Cognition 

As GCs details are discussed in depth in all four of the articles in this dissertation, I will discuss 

here only those points necessary to proceed until then. 

In contrast to SCS, GC research argues that mental representations of concepts consist of the 

same representations which are used to guide action and perception (Fischer & Coello, 2016; Glenberg, 

1997). In place of words in a language of thought, GC puts forth re-activations in sensory and motor 

systems. For example, when considering the concept of a CHAIR the format of this mental representation 

is the same as that evoked when perceiving a chair or acting with it, such as seeing, touching, moving, 

sitting on, or throwing the chair (Barsalou, 1999; J. J. Prinz, 2005). This supported by vast evidence from 

brain (e.g., Dobler et al., 2024; Harpaintner et al., 2020; Pulvermüller, 2005) and behavior (e.g., 

Boroditsky & Ramscar, 2002; Kaschak et al., 2005; Pecher et al., 2003). The two central theories in GC 

are perceptual symbol systems (Barsalou, 1999; Barsalou & Wiemer-Hastings, 2005) and conceptual metaphor 

theory (Johnson, 2010; Lakoff, 2014; Lakoff & Johnson, 1980). More recently, other theories have 

provided novel perspectives such as the Affective Embodiment Account (Vigliocco et al., 2014) or the Words 

as Social Tools approach (Borghi & Binkofski, 2014), which extend these notions. These extensions 

typically include novel types of representations which can ground concepts, such as language, social 

metacognition, and emotions (Muraki & Pexman, 2024; B. Winter, 2022). Additionally, beyond the 

postulates of specific theories, recent synthesizing work on GC has increasingly argued that, while many 

mental representations will rely on perception- and action-based mental representations, many others 

are also represented by language (Dove et al., 2022; Muraki et al., 2023). It is argued that especially 

abstract concepts, such as DEMOCRACY, are defined by intangible features which therefore by definition 

cannot be grounded in perception or action, making the use of language critical. 

Where the SCS approach above exhibited dualism in the format of its mental representations, 

GC posits monism. As mentioned above, under the cartesian dualist view, cognition has different 
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qualities than those found elsewhere in human behavior, biological organisms, or most generally, nature 

(Favela & Chemero, 2023; Gefei, 2023). Monism describes the position that all things are made up of 

the same material, and that the mind is not distinct from mechanisms from nature, but rather a 

progression and continuation of the same principles (Godfrey-Smith, 2021; H. Robinson, 2023). In the 

current context, the format of mental representations in GC is identical to the format posited for 

perception and action.4 This is also evident in the literature, where GC is commonly framed as the direct 

opposition to cartesian approaches (e.g., Cuccio & Gallese, 2018; Johnson, 1987; Lakoff & Johnson, 

1999). Additionally, while the modularity assumption divides cognition into different faculties, GC has 

been portrayed as bridging these separate faculties because it argues that the same substrate underlies all 

of them (Glenberg, 2010).  

1.3. Life-Mind Continuity 

LMC argues that the emergence of life corresponds to the emergence of mind (i.e., cognition)5. 

Specifically, the fundamental principles that drive the development of living organisms also drive the 

development of cognitive abilities (Godfrey-Smith, 1994; E. Thompson, 2010). The stark difference 

between this approach and typical cognitive science, and the fact that it is not repeated in any of my 

articles, means it demands a more detailed explanation than the other approaches. 

To arrive at the fundamental principles that drive life and cognition, it is necessary to look at 

what the process of living entails. Already Schrödinger (1944) identified, in his aptly titled essay “What 

is life?”, that biological organisms maintain their structure over time, in resistance of the second law of 

thermodynamics which states that all systems tend toward entropy. He argued therefore that living 

systems are characterized by their ability to maintain organization over time6. If the particles that make 

up a human were organized differently, in the overwhelmingly vast majority of other constellations it 

would immediately become a pile of sludge instead of a living human. One can conclude that for a 

 
4 It may be argued that language violates this, but this is not necessarily so. Firstly, the theories applying language, 

portray it as a tool or device which is exploited by the embodied mind. Therefore, in examining their position vis à vis 
monism, it can nonetheless be argued they a priori assume that cognition involves the same features as other perception 
and action, irrespective of what additional artifacts human minds conjure to aid them in cognition. Second, language is 
often conceptualized as nonetheless relying on embodied mechanisms like inner speech (e.g., Borghi & Fernyhough, 2022), 
therefore the format is nonetheless not the format of a symbol.  

5 It can here be noted that, any theory of cognition under LMC must therefore also apply to life and vice versa. 
This incurs great benefit on a meta-theoretical position, because this means that joining these two phenomena (life and 
mind) into a single framework constrains each. The necessity for constraints on cognitive and psychological theories has 
been recently emphasized as a critical focus for future theoretical development (Craver & Darden, 2013; Eronen & 
Bringmann, 2021). 

6 Even earlier, Spencer (1864) had already emphasized the importance of organization in living systems. 
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system to remain alive, and therefore to remain organized and resist entropy, it must react timely to 

environmental features which threaten this organization (Friston, 2013; Kauffman, 1993; Maturana & 

Varela, 1980; Morowitz, 1968). These threats include those classically viewed as such, e.g., predators, but 

also more menial everyday threats to organization such as external temperature or energy demands. A 

useful method for a system to achieve an adaptive and timely reaction to environmental threats comes 

from cybernetics, where the good regulator theorem states that “any good regulator of a system must be a 

model of that system” (Conant & Ashby, 1970). Cybernetics therefore argues that to enable appropriate 

and timely response, the system must be (or have) a model of itself and its environment. This is not a 

direct mirroring, but rather that the organism carries the relevant semantic information (Kolchinsky & 

Wolpert, 2018), like a key which is a model of a lock (Shepard, 1981). One can take a bacteria which 

has evolved to move left when there is food to the left (as opposed to moving randomly) as an example 

of being an abstract model of the environment (Karl, 2012; Kirchhoff, 2018).  

The life-mind continuity thesis proposes then that this same principle should underlie cognition. 

In evolutionary development, organisms progressed from being a model of the environment in their 

phenotype to having a model in the form of a nervous system. Continuing the cybernetic solution, this 

approach argues that the brain acts as the central regulator for the system (Conant & Ashby, 1970; 

Wiener, 1948). The brain then attempts to, instead of being a model of its environment, carry a – now 

much more flexible – model. Specifically, cognition is the product of aiming to maintain a 

correspondence between the internal states of an organism and the external environment. For example, 

reacting to anticipated outside temperature changes (e.g., approaching nightfall) by reducing 

perspiration. Yet, such an account may be perceived as deflationary and intuitively unsatisfying because, 

while this reading may provide a satisfactory description of what cognition is, it tells little about how it 

does this. 

The free-energy principle is a framework, within the LMC approach, that specifies these cybernetic 

insights from the past and describes how such imperatives lead to cognition (Friston, 2010; Friston et 

al., 2023). It states that cognition involves maintaining the model such that the discrepancy between the 

model and the environment, here called prediction error, is minimized over the long term. This gives 

rise to predictive coding7 schemes like predictive processing. For this reason, the free-energy principle also 

 
7 The host of names associated with these frameworks may leave some readers confused. Predictive coding, 

hierarchical predictive coding, prediction-error minimization framework, predictive processing, action-oriented predictive 
processing, active inference, Bayesian brain approaches and the free-energy principle all share many central tenets to the 
point that they are exchangeably used. There is no convention regarding this terminology, but for the course of this 
dissertation, I will use the term Free-Energy Principle to describe the notion of life self-organizing in order to carry a model of 
the environment. The free-energy principle uses the mechanisms of the framework called predictive processing when applied 
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aligns with many other Bayesian8 prediction-error minimization frameworks. How to connect this 

principle with the cognition one knows from everyday life requires looking at how the imperative to 

maintain homeostatic balance by prediction-error minimization is scaled up. When stating that a system 

maintains its organization, one can describe this as the need to revisit certain, desirable, states of 

homeostatic balance (e.g., a body temperature around 36°C or a heart rate roughly between 40 and 200 

beats per minute). These states become predicted, and therefore desirable, giving rise to higher-order 

goals. The everyday cognition one knows are then goals serving the prediction of revisiting these states 

in the long term. For example, hunger gives rise to a higher-order goal (in the form of a prediction) of 

satiation by eating. This triggers action to minimize such a prediction-error. For example, the action 

produced by this prediction is to go to the supermarket, buy food, return home, and cook (Pezzulo & 

Cisek, 2016). Similarly, going for a run (which brings the body out of homeostatic balance, and therefore 

further away from the desirable states) also serves the goal of maintaining homeostasis, because in the 

long run it improves health or because it helps to get to know the neighborhood, thereby reducing future 

prediction-error (Clark, 2018; Van de Cruys et al., 2020). 

LMC is, just like GC and in contrast to SCS, monistic (Friston et al., 2020). It emphasizes at its 

core, that cognition is not qualitatively different from other processes in human behavior, biological 

organisms generally, or even most generally, all moving particles (Friston et al., 2023; Wiese & Friston, 

2021). It must be clarified here, that the phenomenon under investigation (human cognition) is 

evidently different, as a human’s ability to perform complex cognitive operations is different from a 

 
to cognition. The conclusions I draw are not limited to either of these two frameworks, but rather to most hierarchical 
predictive coding frameworks.  

8 A short note on the role of ‘Bayesian’ in this context: Bayes’ theorem allows to get insight into an unknown 
probability distribution, which is critical for the brain, which is solely supplied with stimulation at a variety of sensory 
receptors. Unlike e.g., neural networks which are supervised (a network is trained by providing it supervision in the form of 
a number of ‘correct’ answers, and then applying this trained network to novel datasets), the brain must arrive at a picture 
of the world with solely internal ‘guesswork’. One metaphor equates the brain with a person locked in a control room of a 
machine, tasked with controlling this machine. This control room, without windows, has access to the outside only via 
blinking lights and certain levers and buttons. This person must then understand a mapping between the flashing lights 
and the relation with the levers. In order to arrive at this mapping, such a person is likely to use as a point of departure an 
idea of what could be outside, and compare this to the inputs they are getting (Dennett, 2013, ch. 23). In Bayesian terms, 
this person in the control room is getting data (i.e., flashing lights) and has some hypothesis about what could be outside 
the machine causing these (i.e., the actual state of the world). Formally, with solely the three probability distributions of 1) 
the data generally P(d), 2) the probability of my beliefs given the data P(h|d), and 3) the probability of my hypothesis P(h), I 
can glean insight into the probability of my data given what I believe P(d|h), i.e., what is outside (the control room or 
brain). On the Bayesian brain reading, this corresponds to the ability to gain insight into the actual state of the world by 
inverting the P(h|d) (cf. Hohwy, 2013, ch. 2). This discussion pertains to the notion of perception as inference (cf. Gregory, 
1980; Helmholtz, 1866). The role of Bayesian probability is not further pertinent to the ensuing discussion. 
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woodpecker’s. Yet, the life-mind continuity hypothesis argues that these qualitative differences arise from 

a progressive increase in scale of the same basic principles, not in kind.  

2. A Life-Mind Continuity Reading of GC 

The stance underlying SCS is dualism (for its amodal symbols as the representational format, 

algorithmic logic, etc.) and underlying GC and LMC is monism (for their postulates of higher-level 

human cognition in line with basic perceptual or action; Robinson, 2023). Yet, such an ontology (a 

position on what exists in the universe) produces an epistemology (a position on what constitutes 

knowledge). An epistemological position, in turn, produces the theory and methodology of a research 

domain (Bhaskar, 1975; Crotty, 2020).  

Dualism’s corresponding epistemological position is called reductionism, which is consequently 

also the epistemology underlying SCS (M. L. Anderson, 2014; E. Thompson, 2010). The reductionist 

epistemological position states that to understand a given phenomenon (e.g., cognition) it should be 

divided into parts which are then understood in isolation and later added together to understand the 

more general phenomenon9. In fact, René Descartes, beyond contributing the mind-body dualism, also 

argued that science should progress by reductionism, and this practice is called Cartesian Reductionism 

(Overton, 2002). Here, the general position of dualist ontology and reductionist epistemology will 

therefore be named for Descartes: Cartesianism. On the other hand, monism produces the epistemology 

holism, which emphasizes the need to view phenomena as a whole. It argues that reducing a phenomenon 

to its constituent components loses the many important interactions between parts which constitute 

phenomena, especially in the life sciences (Nagel, 2007; Sarkar, 1998). Therefore, I will use cartesianism 

(Dualism and Reductionism) and holistic monism to describe the general set of ontological and 

epistemological positions that build on one another and that underlie the two streams of research, SCS 

and LMC, respectively. The theme central to this dissertation is where GC is situated within these, and 

 
9 The epistemological (or also called mechanistic) reductionism I speak of here is not to be confused with 

ontological reductionism. Ontological reductionism states that explanations of phenomena should involve more 
fundamental sciences. It would therefore attempt to explain psychological phenomena by neuroscience, neuroscience by 
biology, and so on (Bickle, 1998; Oppenheim & Putnam, 1958). As Crick put it: “the ultimate aim of the modern 
movement in biology is to explain all biology in terms of physics and chemistry” (Crick, 1966). Although if one takes the 
position that mental states are nothing over and above a brain state (i.e., ontological reductionism), it is likely that one 
arrives at a description of these phenomena with few isolated components (i.e., an epistemological reductionism), this is 
not necessarily so. For example, Jerry Fodor who is a dedicated epistemological reductionist, is explicitly against ontological 
reductionism (Fodor, 1974).  
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especially not only in the explicit constructs it posits, but also the assumptions reflecting its epistemology 

that underlie the constructs and theories which they populate. 

Figure 1  

Two schematic depictions of the meta-theoretical tension in GC. 

Note. 2A (top) portrays the epistemological and ontological assumptions of the three theoretical 
approaches. SCS, coded as blue, aligns squarely with cartesianism in both its dualist ontology, as well 
as its reductionist epistemology. Similarly, LMC, coded as yellow, aligns with holistic monism in its 
monistic ontology and holistic epistemology. GC, coded as red, on the other hand, straddles both; 
having a monistic ontology and a reductionist epistemology. Second, 2B (bottom) metaphorically 
depicts the consequences of lacking the full commitment to either approach. Both LMC and SCS are 
depicted as different approaches, that because they are coherent in their assumptions, arrive at viable 
frameworks in different ways (here depicted as different methods of building stable bridges). GC, on 
the other hand, is not coherent in its approach, choosing different aspects of both, generating 
instability. GC’s theories are therefore unviable (here, an unstable bridge) because they are not 
coherent. 

A 

B 
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2.1. Identifying a Cartesian Stowaway  

GC is, on its surface, much more aligned with holistic monism. Yet, as mentioned above, it still 

retains some cartesian stowaways, suggesting that it may still, below the surface, be wedded to SCS. To 

motivate the later holistic monism reading of GC, it is first necessary to identify whether GC retains 

cartesian stowaways. If this is the case, there is sufficient reason to perform a full analysis of GC’s 

epistemological commitments. With the aim of this first step, assessing the degree to which GC carries 

cartesian stowaways, it is useful to look at it through the lens of LMC, which reflects true holistic 

monism. If GC is seen to violate the basic postulates of LMC, this suggests a cartesian stowaway. To 

assess this, we can look to the topic of physical invariants, which are unchanging features of physical 

motion. The mental representations of these are called invariant representations. Specifically, does GC 

allow for grounding in invariant representations?  

The limits of GC are conventionally set at the body, yet, this may be an implicit cartesian 

assumption. It is cartesian because the ontological position of dualism is based on modularity, and the 

limiting of grounding substrates to within the body reflects a dualist position (Favela & Amon, 2023). 

While SCS draws an impenetrable line between modules, GC draws this line at the body, but in both 

cases a line is drawn. SCS places a privileged locus in the brain, and GC in the body, but the underlying 

practice is nonetheless that of one specific milieu. The postulation of a distinction such that perceptions 

of bodily states are privileged, and external states are inaccessible to the grounding mechanisms therefore 

constitutes a cartesian stowaway. It is also implicit, meaning this postulate was not based on research. It 

originates, not from testing which has arrived at these limits, but rather from implicit boundaries 

produced by ontological assumptions. 

2.2. Evidence of a Cartesian Stowaway 

Why should physical invariants be investigated so closely? This possibility is supported from a 

theoretical argument from fields adjacent to GC. The basic premise of grounded cognition is the 

assumption that the description of cognition is not necessarily confined to brain-states (Clark, 2008). 

Other, similar fields have treated the limits of cognition more liberally. Indeed, GC is just one of four 

well-known challenges to SCS. In literature on 4E cognition (embedded, enacted, embodied, and 
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extended)10, with GC often being synonymous with embodied cognition. Another of these E’s is extended 

cognition. It does not just argue that cognition involves the body, instead, it argues: Cognition extends 

into the environment (Clark & Chalmers, 1998; Rowlands, 2010). Work in this field typically involves 

the integration of temporary environmental features into the cognitive system. For example, experienced 

Tetris players do not figure out whether a candidate shape fits into a certain place with internal cognitive 

processing, but rather externalize this cognitive process by rotating the shapes on the screen (Kirsh & 

Maglio, 1994). Grounding concepts is, admittedly, a more permanent process than solving problems by 

using the environment as a scaffold. Yet, extended cognition demonstrates that there is no a priori reason 

to draw a limit to grounding at the skin. Especially, as other work has already demonstrated that the 

unchanging features of the environment shape the experiential grounding of concepts (M. H. Fischer, 

2012; Myachykov et al., 2014).  

This suggestive evidence further underlines that there is little justification, if one takes the GC 

approach, to exclude the possibility of grounding in physical invariants. In fact, GC’s basic argument is 

that cognition is not purely symbol-based and brain-bound, and that it instead exploits the perceptual 

and action information arriving at its sensory receptors (Clark, 2008). It does not follow from this 

statement, that cognition must then instead be skin-bound. In fact, to my knowledge there are no papers 

or positions on where to draw the limit. There is no mention of grounding outside of body-based 

representations in any of the classic theories. To my knowledge, except for Talmy’s (1988) work on force 

dynamics which is absent from any modern accounts, and a series of unpublished experiments (Madden 

& Pecher, 2007), physical forces have been absent from GC theorizing. The totality of grounding 

substrates classically encompasses the sensorimotor system, interoception, emotion, and social relations. 

This absence is also not justified. The seminal introduction of perceptual symbol systems, which argues 

that mental representations consists of simulations mentions physical invariants when arguing in favor 

of the ability to simulate generally (Barsalou, 1999, p. 589). Yet, despite evidently arguing that it is 

possible to simulate physical invariants, and stating that simulation is how concepts are mentally 

represented, the possibility that simulations of physical invariants play a role in concepts is not 

mentioned. The decision to limit representations for grounding to the body in this and other seminal 

texts, was therefore not explicit. This contrasts with the view in LMC approaches, though, which make 

no such a priori exclusions. These attributes of GC literature therefore suggest, firstly, that there is no 

 
10 I refer to 4E cognition here, despite being aware of other formulations such as 6E (e.g., McCauley, 2023), 7E 

(e.g., Johnson, 2018), or 8E (e.g., Pelkey, 2023) cognition. 4E is the most typically used (Newen et al., 2018), and as the 
notion of extended cognition is present in all formulations of #E cognition, it is irrelevant which is chosen. 
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evidence from GC literature excluding the possibility, and second that it in fact aligns well with its central 

postulates. Its quiet exclusion therefore, is suggestive of a cartesian stowaway. 

In the free-energy principle reading of LMC, predictions are generated using a rich model of the 

internal and external world. This means that not only, e.g., interoceptive sensations (Seth & Friston, 

2016) or motor execution can be simulated (Adams et al., 2013), but also the external world, such as 

simulations of gravity (Jörges & López-Moliner, 2017; Torricelli et al., 2022). Indeed, there is a vast 

literature on the models of physical laws which humans apply to interact with the world (for full 

discussion see Article I; McIntyre et al., 2001; Zago et al., 2008). Beyond the free-energy principle, it 

seems plausible, when assuming that life and cognition are one continuum, that physical laws, which are 

critical for effective interaction with the environment in all life forms, should be represented. Therefore, 

an LMC reading clearly suggests that physical invariants are on par with bodily representations11.  

If demonstrated, this expansion of grounding substrates has important implications. It suggests 

that grounding substrates, and therefore potentially all of GC theorizing, is unnecessarily constrained by 

cartesian stowaways. This would consequently warrant a deeper investigation into the potential other 

implicit cartesian stowaways in GC. To test this, the first two articles of this dissertation will be concerned 

with the notion of physical invariants. We begin with Article I which summarizes the state of research, 

demonstrating that there is ample theoretical support for the notion that mental representations are 

grounded in physical invariants. Consequently, we transfer this theoretical possibility into an empirical 

test in Article II. In 4 experiments we assess whether the abstract concept of SUCCESS is grounded in the 

physical invariant momentum. 

 

  

 
11 Of course, bodily sensations are likely more important, because they are much more relevant for survival. Yet, 

they do not reflect distinct categories. 
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3. Article I: Physical Invariants in Abstract Concept Grounding – The 

Physical World in Grounded Cognition 

Friedrich, J.; Fischer, M.H.; Raab, M. 

In: Psychonomic Bulletin and Review 31, 2558–2580 (2024) 

 

 

 

Abstract 

Grounded cognition states that mental representations of concepts consist of experiential 

aspects. For example, the concept ‘cup’ consists of the sensorimotor experiences from interactions with 

cups. Typical modalities in which concepts are grounded are: The sensorimotor system (incl. 

interoception), emotion, action, language, and social aspects. Here, we argue that this list should be 

expanded to include physical invariants (unchanging features of physical motion; e.g., gravity, 

momentum, friction). Research on physical reasoning consistently demonstrates that physical 

invariants are represented as fundamentally as other grounding substrates, and therefore should 

qualify. We assess several theories of concept representation (simulation, conceptual metaphor, 

conceptual spaces, predictive processing) and their positions on physical invariants. We find that the 

classic grounded cognition theories, simulation and conceptual metaphor theory, have not considered 

physical invariants, while conceptual spaces and predictive processing have. We conclude that physical 

invariants should be included into grounded cognition theories, and that the core mechanisms of 

simulation and conceptual metaphor theory are well-suited to do this. Meanwhile conceptual spaces 

and predictive processing are very promising and should also be integrated with grounded cognition in 

the future. 

 

Keywords: embodiment, physical invariants, concepts, predictive processing  
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4. Article II: Grounded cognition and the representation of momentum: 

abstract concepts modulate mislocalization 

Friedrich, J.; Raab, M.; Voigt, L. 

In: Psychological Research 89, 51 (2025) 

 

 

Abstract 

Literature on grounded cognition argues that mental representations of concepts, even abstract 

concepts, involve modal simulations. These modalities are typically assumed to reside within the body, 

such as in the sensorimotor system. A recent proposal argues that physical invariants, such as 

momentum or gravity, can also be substrates in which concepts can be grounded, expanding the 

assumed limits of grounding beyond the body. We here experimentally assessed this proposal by 

exploiting the representational momentum effect and the abstract concept of success. If success is 

grounded in the physical invariant momentum, the representational momentum effect should be 

larger for successful targets. We tested this hypothesis across four experiments (three pre-registered). In 

a surprising finding, we find hints that large trial numbers may hinder being able to find a 

representational momentum effect, which should be further investigated in future research. Regarding 

the central hypothesis, although only one experiment found statistically significant support, the effect 

tended toward the same direction in the three others as well. In order to draw robust conclusions 

about the results, we performed a mini meta, which aggregates the effects and inference statistics across 

the N = 271 participants. Across the four experiments, this effect was statistically significant, suggesting 

evidence in favor of the central hypothesis. These results should be interpreted with caution as there 

was inconsistency across experiments, suggesting the magnitude of the effect is small, and when asked 

who they believe moved faster, participants did not reliably indicate the successful target. 

 

Keywords: embodied cognition, representational momentum, biomechanical movement, 

physical invariants, invariant representations 
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5. The Role of Invariant Representations 

In these two articles we investigated the possibility of grounding concepts in physical invariants. 

We began in Article I by looking to past literature on physical invariants and their representation in the 

brain. This past literature suggests a rich representation of physical invariants in which not only the 

movement, but also the kinetic force which generates movement of objects, is represented. With this 

overview in hand, we investigated whether the central theories of GC (perceptual symbol systems and 

conceptual metaphor theory) could nonetheless explain how physical invariants could come to represent 

concepts. Indeed, they could not, because they were too inflexible and their postulates too specific. In 

contrast, two other theories, predictive processing and conceptual spaces, were able to explain the 

grounding in physical invariants. This theoretical argument was supported in Article II by experimental 

evidence in which the representation of momentum (a physical invariant), as measured by a moving 

target’s representational momentum, was modulated by this target’s description as either successful or 

as a failure. We find that that the abstract concept SUCCESS is grounded in the metaphoric representation 

of momentum. 

First, these articles suggest that it is possible to ground concepts in invariant representations. 

Specifically, we find evidence for what we termed in Article I as the strong version of our proposal, that 

invariant representations can even ground abstract concepts. These two papers constitute an important 

development, as it is not common that novel grounding substrates are uncovered. It crucially incurs also 

the addition of kinetic force into the representation of concepts. Indeed, the empirical test, which 

exploits the representational momentum effect (cf. Freyd, 1987; Hubbard, 2019), manages to depict this 

kinetic force. According to this reasoning, because the forward movement of the stimuli used was 

identical across conditions, the observed forward bias in response in the SUCCESS condition is based in 

the underlying force propelling the stimuli. This finding suggests important consequences for 

applications in e.g., offside or pilot training. Yet, especially relevant for basic research is the theoretical 

implication that cognition exploits more of the information available to it than previously considered. 

Cognition does not just use the body, but also the physical features outside of the body.  

This is broadly in line with the extended cognition views described above, and forms part of a 

recently posited “ecological turn” in cognitive sciences (Rasczaszek-Leonardi, 2016, 2023), which departs 

even further from SCS than GC. SCS has historically argued that the environment is impoverished and 

perception is poor, and that a sandwiched (see above, Hurley, 2001) cognition in the format of symbols 

is required to reconstruct this environment (e.g., Chomsky, 1980). On this reading, “all the essential 
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action” (S. Gallagher, 2015, p. 97) takes place in the brain. On the other hand, in the ecological turn, 

especially 4E cognitive sciences are increasingly accepting and emphasizing the environment (and even 

artificial intelligences; Loock, 2025; White et al., 2025) as a constituent of cognition. Ecological 

approaches distribute the action, arguing that the environment is rich, and perception is privy to this 

rich information. Therefore, cognition must not reconstruct the environment, but oppositely, exploits 

the vast information available in it (Gibson, 1979). The evidence in favor of invariant representations in 

concept grounding aligns with this second, ecological description, and demonstrates how cognition has 

access to many features of the environment and readily uses these.  

6. Aligning Epistemology and Ontology in GC 

Second, in the larger context of grounded cognition theories and of this dissertation, the 

evidence in favor of invariant representations in concept grounding uncovers a cartesian stowaway in 

GC. Specifically, grounded cognition, despite its monistic stance assumes a modular division between 

internal and external. Such a modular division aligns with cartesianism, and contrasts with the LMC 

approach which is thoroughly aligned with holistic monism. Furthermore, the ability for predictive 

processing and conceptual spaces to account for invariant representations (cf. Article I) is not the result 

of wise premonition, but rather that these theories do not have GC’s shortcomings. Therefore, not only 

does this cartesian stowaway constitute evidence of meta-theoretical tension, but also demonstrates 

shortcomings, that cartesian theories are closed off from new evidence.  

These articles therefore suggest that GC should discard its cartesian stowaways and adopt the 

epistemology corresponding to its monist ontology, holism. For one, GC’s combination of a monistic 

ontology in combination with a holistic epistemology, is dissonant and this constitutes a threat to the 

integrity of the theory (see Fig. 1). Second, the articles above suggest a more basic insight that touches 

on the role of assumptions generally and the need for theories of cognition to be biologically plausible 

to avoid being closed off from new evidence. I now shortly look at these conclusions in more detail and 

the consequences that these arguments carry for GC research, motivates a deeper reading of the 

reductionism-holism dichotomy, which will allow to identify and discard cartesian stowaways. 

6.1. Why GC should align with Holism 

Two basic reasons motivate the need for GC to be aligned with monism. The first reason to align 

GC with holism is that it is axiomatic that the approach one takes in attempting to formulate a theory 
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(i.e., its epistemological stance) should align with what one believes to exist in the world (i.e., ontological 

stance; Bhaskar, 1975; Crotty, 2020). This is because the methods should be positioned such that they 

can generate the type of knowledge that the epistemology is interested in, and its epistemology should 

in turn be built on the most basic assumptions about the phenomena in question (Crotty, 2020). If one, 

for example, takes a realist position (in which there is an objective, unchanging reality outside of a 

researcher), the research program one develops will attempt to cancel out the influence of the 

investigator, by using e.g., quantitative techniques, as opposed to qualitative. This is very different if one 

assumes that all reality is only created relative to the investigator, in which one would make explicit one’s 

subjective view and interpretation (Guba & Lincoln, 1994).  

In the case of GC, there is no such coherence, because the theories contain the monist 

assumption that cognition is like all other parts of nature, yet simultaneously, its research practices, 

stemming from reductionism, investigate cognition under the assumption that it is unlike other natural 

phenomena. Such a state of theory, with inherent contradictions, will struggle to generate a coherent 

research program.  

The second reason to align is that the theorizing of GC (as well as of SCS) has severe limitations 

because this epistemological position, reductionism, is in tension with what is known generally about 

biological systems. In other words, perhaps this epistemology has the shortcoming that it is not 

biologically plausible (Gilbert & Sarkar, 2000; Lyon, 2006). In fact, GC departed from SCS for good 

reasons, and these reasons include the fact that cognition likely evolved to support and coordinate action 

in an environment, making an evolutionarily discontinuous amodal symbol system, as posited by SCS, 

unlikely (Glenberg, 1997; Lakoff & Johnson, 1999). The distance between reductionist theories and the 

natural phenomena which they aim to explain, is in itself a weakness.  

An example of the weakness introduced by biological implausibility found in a historically-

minded look at SCS’ central motif, the computer metaphor. The computer metaphor is not the first 

time that a currently-popular technological development has served to influence scholars’ model of the 

mind. Half a century before the inception of the computer metaphor, the telephone exchange was 

believed to be an accurate model of cognition, two hundred years before that, it was clockwork, before 

that, the hydraulics underlying fountains, and for Aristotle and others at the time, it was a theatre (Cobb, 

2020; Draaisma, 2000). This fact, that throughout history, scholars have used en-vogue technological 

developments as models of cognition (cf. also Gigerenzer & Goldstein, 1996), displaces the computer 

metaphor from its singular place as a model of cognition. Adherence to the computer metaphor 

therefore presumes the extraordinary circumstance that the current scholars are the privileged few that 
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live during the invention of the final culmination of technological advancements (cf. Brette, 2022; 

Richards & Lillicrap, 2022)12. While the computer metaphor’s unlikeliness is the result of a very obvious 

departure from what is known about biological systems, the detrimental consequences resulting from 

theories’ failure to be biologically plausible is perhaps best demonstrated in the replication crisis. 

6.2. The Detriments of a Reductionist Epistemology 

The replication crisis involved many well-known effects in research failing to replicate (Camerer 

et al., 2018; Open Science Collaboration, 2015)13, causing a loss of confidence in findings and 

widespread acknowledgement of need for reform. Many of the proposed reformations targeted more 

rigorous methodology, more vigilance of questionable research practices, or changes in incentive 

structures14 (Cumming, 2014; Koole & Lakens, 2012; Zwaan, 2021). Yet, many argued that these failed 

replications rather signaled a theory crisis (e.g., Morawski, 2019; Oberauer & Lewandowsky, 2019). 

Specifically, it can be argued that these failures to replicate are caused by reductionism, which is 

inherently in violation of the complexity of natural phenomena, like psychological states. The 

reductionist approach to empirical testing of theory is formulated by Fodor: “It would be hoped that 

sufficient information about initial states, together with a viable theory of actions, would, in principle, 

permit the theorist to compute the pattern of motions that will realize a given action on a given 

occasion.” (Fodor, 1968, p. 43). In other words, if one knows the beginning state, a theory should be 

sufficient to predict the consequent phenomena. 

Widespread failures to replicate may suggest that reality deviates from this idealized scenario. 

Opponents of this reductionist approach to theory testing argue that typical research practices (including 

the methodological reformations proposed in response to the replication crisis described above), are 

operating under the assumption that research investigates stable effects, static and universal phenomena 

to be tapped into (see Fig. 2A), as opposed to changing, context-dependent phenomena which emerge 

from many interacting components (see Fig. 2B; Brandt et al., 2014; Yarkoni, 2020). This illusion of 

stable effects favors and even encourages a harmful methodological orthodoxy (see the discussion of 

 
12 Underlying the computer metaphor is also a general unlikelihood: scholars have fallen prey to the fallacy that 

current technological innovations depict cognition many times over. It seems unlikely that this time it would be different. 
13 Although often the discussion of the replication crisis focuses on psychological research, it is similarly prevalent 

in other fields like medicine (Hillary & Medaglia, 2020; Hope et al., 2021) or cognitive science (Huber et al., 2019; 
Miłkowski et al., 2018; for a recent multi-lab non-replication see Paul et al., 2025). 

14 The upcoming discussion of the replication crisis focuses on the theoretical discussion, which does not intend 
to signal that these other responses are not valid. Unquestionably, the replication crisis vitally signaled the need for reform 
of these factors. They form critical pillars in the scientific community’s response to this crisis and tap into real, important 
empirical shortcomings of the field. 
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statistical rituals in Gigerenzer, 2018), in which there is a rigorous adherence to methodological stringency 

which is ignorant of a much more substantive lack of knowledge about underlying mechanisms. This 

has led some to even describe the dogmatic emphasis on methodological rigor as “indigenous 

epistemology” (Flis, 2019; see also the description of psychology as “cargo cult science” by Feynman, 

1998) or worse as disqualify it as a science (Bezerow, 2012).  

This reductionist approach, assuming stable effects, is contrasted with the holistic assumption of 

complexity, which argues that all empirical findings are fragile and dependent on many factors within a 

person and the context (Feest, 2024). The replication crisis, it is argued under the holistic assumption, 

results from neglecting the critical insight that the vast majority of psychological phenomena are 

particular and fragile. While other sciences may have an unchanging phenomenon to tap into, the life 

sciences can offer no such reliability. Acknowledging the complexity of phenomena, the inability to 

replicate is not surprising, as theories are necessarily too general to capture the innumerable 

particularities of a psychological phenomenon (S. B. Klein, 2014; Wiggins & Christopherson, 2019). 

Note. In the stable effects assumption (A, top), a non-replication is caused by a theory 
being incorrect. In the complexity assumption (B, below), the non-replication could be 
caused by any number of other intervening variables. In the in-text example of old age 
cues reducing walking speed, variable 1 would be the activation of the concept of old 
age, while variable 2 would be the behavior schemas stemming from old age which in 
turn affect the measurement. Adapted from Feest (2024). 

Figure 2 

A schematic depiction of the distinction between stable effects and complexity 
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To demonstrate this dissonance between complex phenomena and reductionist approaches in 

cognitive science, one can look to arguably the most prominent ‘victims’ of the replication crisis: modal 

priming experiments (Körner et al., 2016; Oberauer & Lewandowsky, 2019). Typical studies in this field 

aim to demonstrate that concepts are grounded in sensorimotor representations by activating a concept 

and then measuring in some way whether a participant is more predisposed to perceive or act in line 

with the concept. One failed replication involved testing whether the concept of OLD AGE is grounded 

in the sensorimotor system, with the hypothesis that participants walk slower when primed with cues 

associated with old age. Yet, such a hypothesis is targeting a complex phenomenon. There is significant 

particularity in its testing, and at each step a replication can fail. The replication must ensure firstly, that 

the concept of old age is primed, that this prime activates the behavioral schemas associated with old 

age, and that these schemas are those that one expects (Stroebe & Strack, 2014). A non-replication may 

fail to evoke the concept of old age for a variety of reasons, or the concept of old age is active, but the 

participants, due to e.g., regional cultural norms, do not have a stereotype of elderly persons as slow (see 

Fig. 2B). In both these cases, the theory, postulating that concepts are grounded in the sensorimotor 

system, is not tested and the replication uninformative in that regard. Therefore, it can be argued that 

the inability of such a replication to find the same effect is not diagnostic of its inexistence, but rather 

that the authors found contextual effects or boundary conditions (Derksen & Morawski, 2022; Irvine, 

2021). 

This suggests that the connection between theoretical constructs and empirical testing is not 

sufficiently specific about the entirety of all variables relevant in evoking a hypothesized finding 

(Stanford, 2009). Yet, specifying all influencing variables of an experiment (and its replication) seems an 

insurmountable challenge. Among the reasons that have been provided for the above-described non-

replications are a difference in the method used to measure walking speed (Doyen et al., 2012), or that 

an experiment was not performed in cubicles (Dijksterhuis, 2013). With innumerable such miniscule 

details, good theories in the reductionist tradition seem far out of reach. Indeed, unless Fodor had a 

distinct talent for assessing research questions in their amenability to cubicle-testing, the reductionist 

approach does not align with these lessons from the replication crisis. It is possible to conclude that 

“Theories in the Social and Behavioral Sciences Will Always Be Vague, Weak, and Unfalsifiable” 

(Sanbonmatsu et al., 2025, p. 6), or one may reconsider the epistemology underlying this, reductionist, 

approach. 

The assumption of stable effects is reductionist because it acknowledges no (or few) components 

outside of the few theoretical constructs, that impact an experimental effect (Feest, 2024; Morawski, 
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2022). In place of the actual myriad intertwined causal pathways that underlie a person’s walking speed, 

it assumes two isolated variables uni-directionally connected. The lessons, as presented here, suggest that 

a mismatch between the complexity of the phenomena under investigation and the assumptions which 

reductionist research makes, namely of few simple relations, is to blame for the replication crisis. These 

are failures of the theories to align with the holism demanded by the complexity of nature. GC is 

suffering from the same issues, and they must be addressed15. 

7. Reductionism in Science 

Having now clearly delineated the negative effects of cartesian stowaways, and the detriments of 

reductionism generally, the need for GC to adopt a holistic epistemology is clear. To do this, I examine 

the assumptions of reductionism in-depth. Due to the deep differences between these approaches, this 

will be necessarily foundational and transdisciplinary. With this in hand, we can progress to the 

epistemological position of reductionism itself. Then, the research strategies and practices which result 

from a reductionist epistemology are presented. Then, these are identified in a case study of a 

reductionist theory, and the implicit assumptions that underlie it. By taking such a foundational 

approach, the specific instances presented consequently become more evident (cf. Crotty, 2020). This 

will lead naturally to GC’s cartesian stowaways. See Table 2 for an overview. 

7.1. The Reductionist Worldview 

Reductionism is based on the assumption that its phenomena are constituted of simple systems 

(simple does not mean they are not complicated, i.e., difficult to understand; Den Hartigh et al., 2017), 

meaning their parts are conceptualized as being independent and related to each other by one-directional 

causal relations where one component affects another but is typically not affected by it. A simple system 

is, for example when a sphere rolls down an incline in a perfect vacuum (Mazzocchi, 2008). In simple 

systems such as this, the number of relevant constructs required to describe this phenomenon are few, 

including just gravity pulling the sphere down, the angle of incline, and so on. On the other hand, 

 
15 Another popular solution to dealing with the complexity of psychological phenomena, in contrast to the one 

taken in this dissertation, is to implement formal modeling (e.g., Glöckner & Betsch, 2011; Oberauer & Lewandowsky, 
2019; Sanbonmatsu et al., 2025). This position acknowledges the issues with current theories, but commits to 
reductionism, arguing that the complexity can be captured not by verbal theories but by formalized models. Although this 
surely addresses many problems and is a valuable endeavor, it still relies heavily on assumptions to bridge a gap between 
verbal theories and the phenomena. It assumes, for example, that the concepts in a theory are natural kinds. Therefore, the 
current state of knowledge is (and, some argue, will always be) too incomplete to begin with formalization (Eronen & 
Bringmann, 2021; Eronen & Romeijn, 2020; Maatman, 2021). 
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holism assumes that natural phenomena are the result of complex systems. These involve interdependent 

components, that interact in reciprocal feedback loops. Complex systems are typically ‘more than the 

sum of their parts’, meaning that the whole system exhibits novel dynamics or behaviors which are not 

immediately visible from the attributes or behaviors of their constituent components, a feature called 

emergence (P. W. Anderson, 1972; Francescotti, 2007). For example, the intricate patterns of snowflakes 

are not immediately discernible when looking at the behavior of single ice particles. Similarly, looking 

at the brain, made up of many highly interdependent components (neurons), it is not immediately 

discernible that it should give rise to behavior, consciousness, or societies (Guevara et al., 2020; Singer, 

2007). Such feedback loops, giving rise to emergence, are also responsible for generating nonlinearity, 

when the behavior of a system (i.e., output) is not directly proportionate to the force acting on it (i.e., 

input). Irrespective of how to investigate natural phenomena, or what constitutes a good theory of 

natural phenomena, it is widely accepted that the vast majority of phenomena in the life sciences are the 

result of complex systems (Camazine et al., 2020; Erdi, 2008; Guastello et al., 2008; Kauffman, 1993; 

Krakauer, 2024; Mitchell, 2011; Sanbonmatsu & Johnston, 2019; Simon, 1962; Weaver, 1948). 

Descending the ‘Hierarchy of the Sciences’ to its most basic discipline (Fanelli & Glänzel, 2013; 

Lewes, 1853), one can frame the two distinct epistemologies in mathematical terms, captured as the 

difference between Euclidean and non-Euclidean geometry. Euclidean geometry isolates idealized 

relations, emphasizing straight and neat lines, as found in simple polygons likes squares, triangles, curves 

and circles (Mainzer, 2007). It can be found in man-made structures, such as a skyscraper, which can be 

described by a simple rectangle reaching from the ground to the sky. Euclidean geometry has arguably 

formed the core of scientific reasoning since its inception thanks to its value as a system for generating 

idealized mathematical relations (Prigogine & Stengers, 1984). Yet, it has been increasingly pointed out 

that such idealized relations are not representative of interacting components at scale. Life sciences 

typically analyze phenomena which are the product of many components in reciprocal interaction. 

Because these show novel, emergent, behaviors, they are not reflections of the idealized relations which 

gave rise to them at their smallest scale. Accordingly, complex systems can be described as producing 

non-euclidean geometry. Nature has very few neat straight lines, and the shapes of clouds, trees, or 

coastlines for example, hardly align with any conventional polygon (Mandelbrot, 1967, 1983; D. W. 

Thompson, 1917). It is therefore unfitting for many domains of science, especially in the life sciences, 
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where interdependent components are the norm, to align with Euclidean geometry (Krakauer, 2024; 

Mitchell, 2011; Poincaré, 1905)16 

To understand the resultant scientific practices of these worldviews, take the pool table example 

by Weaver (1948). A reductionist science is focused, and excels at, explaining the events on a pool table 

when only a single billiard ball is moving on it. The basic rules, as described by classical mechanics, are 

after all, known. When scaling this up to two or three billiard balls, it is only with great difficulty, due 

to the many interactions between them, that the movements on the table can be described by these rules. 

Yet, this calculation becomes intractable at only ten or twenty billiard balls, because of potentiating 

interactions, making the understanding of the pool table impossible. Now, take a hypothetically 

immense pool table with hundreds of billiard balls. This billiard table is suddenly possible to be described 

again. Yet, out of reach for reductionist methods, it is imperative to change perspective. In fact, despite 

the object of interest remaining the same, the variables which describe it change. It is no longer useful, 

in order to understand the events on the pool table, to examine the cause-effect relations between single 

billiard balls. Rather, one could analyze the system by, e.g., measuring the average number of collisions 

per minute per billiard ball. This would tell us something about the pool table as a whole. The same 

holds for the life sciences, where basic idealized rules capture little of the story of what happens to 

particles at scale. In fact, here, the recognition of looking at different variables is even more relevant 

because of the emergence of novel behaviors at scale, as if the billiard balls started coordinating (cf. 

Pessoa, 2017). There are many lessons for theories in cognitive science that can be gleaned from this 

distinction (cf. Den Hartigh et al., 2017; Favela, 2020), but first and foremost this demonstrates the 

important change in perspective that occurs when recognizing that a system is complex, as opposed to 

simple. 

7.2. The Reductionist Epistemology  

As the pool table example demonstrates, whether one believes that a phenomenon comprises a 

simple or a complex system, has consequences for the knowledge that constitutes understanding of the 

system. Reductionism is a position which aims to understand phenomena by breaking it down into its 

 
16 It should be mentioned that in less antique times, even very fundamental findings, such as Einstein’s theory of 

relativity, which relies on the non-euclidean Riemannian space, depart from Euclidean geometry. In fact, this non-euclidean 
nature underlies what Dirac (1979) describes as the singular excellence of the theory. Speaking of Einstein and the theory, 
he says: “His entire procedure was to search for a beautiful theory, a theory of a type that nature would choose” (p. 14) and 
“Anyone who appreciates the fundamental harmony connecting the way Nature runs and general mathematical principles 
must feel that a theory with the beauty and elegance of Einstein’s theory has to be substantially correct.” (p. 13). 
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parts, i.e., reducing systems into their components (Nagel, 2007; Sarkar, 1998). This reflects the goal of 

understanding each component on its own, and afterwards adding all components together to arrive at 

an understanding of the system in general. Reductionism is, across most sciences, and historically, the 

default epistemology. It is the foundation of the (Euclidean-based) analytic method that, since the 18th 

century has been commonly applied to wrangle natural phenomena into scientific theories (Heylighen 

et al., 2007). In contrast, holism aims to understand phenomena by looking at the system in general 

(Gilbert & Sarkar, 2000; Özpolat et al., 2025)17. These respective positions are the direct consequence 

of different assumptions about the simplicity or complexity of the system producing the phenomena 

under investigation. Now, what are the specific strategies produced by reductionism, assuming natural 

phenomena as being simple systems? 

7.3. The Reductionist Research Strategies 

The first common strategy in reductionist research is to proceed by decomposition, which involves 

breaking a phenomenon down into constituent parts, either its physical parts or the individual processes 

that comprise it (Bechtel & Richardson, 2010). As demonstrated above, when assuming one is 

investigating a simple system, the understanding of single components will sum up to constitute an 

understanding of the system as a whole. This thinking guides the reductionist research strategies. In 

cognitive science, for example, decomposition can be found in common experimental tasks. The logic 

of these is often that cognition is made up of independent abilities that add together to constitute 

cognition. For example, the Stroop task is argued to be a measure of “selective attention” (e.g., Lavy & 

van den Hout, 1993; or “inhibitory control”; Aïte et al., 2018). Underlying the Stroop task is the 

assumption that “selective attention” exists independently of, and can be measured independently of, 

other similar constructs (like “cognitive flexibility”). The holist, on the other hand, would argue that the 

measure of performance on a Stroop task (typically reaction time or accuracy; Scarpina & Tagini, 2017) 

does not reflect an isolated ability. There are no components with clean edges that make up the behavior 

of a person in any environment, because even the system producing a Stroop task measurement is made 

up of a broader cognitive system that dynamically adapts to specific contexts. Therefore, the holist would 

argue response categories cannot be traced back to a single construct. Another reductionist assumption 

underlying the use of the Stroop task is that also in real life cognition is made up additively of such 

independent components. Therefore, such a performance measure on a stroop task will transfer to other 

 
17 Again, this is an overly simplified explanation to demonstrate the dichotomy, there are middle-ground positions 

(e.g., Burnston, 2021). 
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situations which also requires e.g., “selective attention”. The holist would argue that, even if “selective 

attention” could be measured independently, the construct lacks usefulness because any real-life behavior 

is a function of many interacting features within and outside a person that also do not interact in linear 

ways. 

The second common strategy is to proceed by localization (Bechtel & Richardson, 2010). 

Localization describes the strategy of mapping specific phenomena or abilities to specific, 

compartmentalized, locations (such as brain regions) or systems (e.g., a “visual system”). These strategies 

pervade typical scientific practice, including cognitive science (Silberstein, 2021), with some even 

proposing cognitive science itself should be replaced by cognitive neuroscience (Bickle, 1998, 2003). 

Underlying this practice is the assumption that the decomposed system’s components are located in 

single locations. By localizing a construct to a location, with time one may arrive at a full map in which 

single regions and arrows between them can describe a phenomenon. The strategy of localization gives 

rise to sentences such as: The amygdala is “a critical structure for the expression and perception of fear and 

the development of fear conditioning [and] appetitive processes […]. Recent research in humans has explored 

the amygdala’s contributions to more complex processes, such as social interaction […], social judgments 

(e.g., trustworthiness, stereotyping) […], and decision-making […].” (citation brackets are replaced by ellipses 

for brevity, emphasis mine; Gupta et al., 2011, p. 1). Localization can also be found in one of the central 

methods of cognitive neuroscience in which damage to a brain region (i.e., a subtracted component) is 

correlated to changes in cognitive processing (a subtracted ability), thereby allowing to localize abilities 

to brain regions (Shallice, 2015, p. 318; Eysenck & Keane, 2020). This subtraction assumption presumes 

that a single ability reduces to a single location. Yet the holist would argue that brains of patients who 

have suffered a stroke show remarkable ability to compensate for damaged areas (Grefkes & Ward, 

2014). For example, brains of people born without hearing reuse the auditory cortex for other abilities 

(Glick & Sharma, 2017). The practice of localization, and implicit belief in the usefulness of locating 

theoretical constructs in the brain, has led some to describe cognitive science as a “new phrenology” (M. 

L. Anderson, 2014; Uttal, 2001, 2013).  

7.4. The Reductionist Research Practices 

These more general strategies result in a few research practices characteristic of reductionism. 

Typically, reductionist theories consist of few constructs with direct, one-directional causal relations 

between them. Before proceeding to discuss this more specifically and its potential shortcomings, it is 

necessary to discuss shortly the nature of constructs generally.  
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It is, of course, impossible to criticize theoretical constructs wholesale. Constructs are 

extraordinarily useful because they allow to divide phenomena and their analysis into categories with 

clear boundaries (e.g., reductionism vs. holism, as done in this dissertation). Constructs, as well as their 

surrounding theories, are necessary because they “serve as foundational units of scientific activity and 

enable scientists to make progress by not being overwhelmed by the blooming, buzzing confusion of the 

world.” (Dubova & Goldstone, 2023, p. 656). A critically important question is, what properties of the 

phenomenon are reflected in the theory and its constructs? It will become evident that some constructs 

manage to “carve nature at its joints”, meaning to capture natural categories, while others do not. 

Navigating these constructs and their distinctions requires vigilance and failing to do so successfully can 

have detrimental consequences. 

Some constructs are characterized by their ability to be useful, as opposed to capturing natural 

categories. Pragmatic kinds are such constructs, conceived because they are reliable and predictive (Fried, 

2017). For example, in research on personality, the construct of “conscientiousness” may be a pragmatic 

kind because it is useful to predict a person’s subsequent behavior at university, despite 

conscientiousness not being a clearly defined construct in nature. That this construct is a pragmatic kind 

is evident because persons described as conscientious need not share any characteristics beyond their 

ability to be hardworking, self-controlled, etc. (Roberts et al., 2014; Zachar, 2002). It is therefore clearly 

a man-made and socially agreed-upon category. On the other hand, a natural kind is a construct which 

captures a distinction that exists as such in nature. Natural kinds are often described as existing, whether 

humans would know it or not (Bird & Tobin, 2024). It is therefore a construct which captures a true 

state of things in nature, and manages to “carve nature at its joints”. For example, because H2O is a 

natural kind any liquid that does not have two hydrogen and one atom molecule will not be water, 

creating a natural category18. 

An important ramification in the pragmatic-natural distinction is that pragmatic kinds are 

constructs that do not postulate anything about the underlying properties, their existence is solely 

predicated on their definition (i.e., in the case of conscientiousness, a person’s affinity to be 

hardworking, self-controlled, etc; Roberts et al., 2014). When reductionist theories decompose 

phenomena into constructs, this practice, regardless of whether useful, is not necessarily problematic. 

What leads to problems is when mistaking a pragmatic for a natural kind, called an illusory essence (Brick 

et al., 2022). When phenomena are complex, there are no few, simple natural kinds that compose a 

 
18 Personality traits have also been framed as natural kinds (e.g., McCrae et al., 2004) although such a view is today 

much less received. 
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phenomenon. Therefore, theories are populated nearly exclusively by pragmatic kinds, making 

reductionism’s decomposition and localization ineffective as it decomposes a socially created category 

into more socially created categories. Such a practice is at risk of detaching fully from the actual natural 

causes and heading down a false line of research (cf. discussion of conceptual clarity in Article III). This 

produces a veritable issue for the reductionist program: One intends to arrive at natural kinds at some 

point, yet this seems unlikely if natural phenomena are made of complex systems. So, what do 

reductionism’s theories look like, and do they run this risk?  

The constructs and surrounding theories, to which decomposition and localization give rise, are 

sometimes described as being a boxes-and-arrows approach (Datteri & Laudisa, 2014; Korb et al., 2016; 

Pessoa, 2017). This approach describes that reductionist theories often explain phenomena by positing 

few constructs which are connected by one-directional causal relations. The schematic depiction of these 

then often involves these constructs in the shape of boxes, and connected by arrows. Although such an 

approach excels at generating an explanation, just as Euclidean geometry, it may be better thought of as 

a display of idealized relations than natural kinds (Sanbonmatsu et al., 2025). Indeed, boxes-and-arrows 

theories rarely posit constructs that are natural kinds. 

Table 2 
The world and research according to Reductionism from the most general worldview to most specific in the features of 
its theories 
Term Meaning Example 
   
Simple Systems Independent additive components 

underlie natural phenomena 
A sphere rolling down an incline 
in a perfect vacuum 

Euclidean Geometry Straight lines reflecting idealized 
reductions 

A square or sphere 

Decomposition & 
Localization 

Divide causes of phenomena into 
distinct components, localize these to 
biological or causal categories 

Inhibitory control, measured by a 
stroop task 
Subtraction assumption 

Boxes-and-Arrows 
Theories 

Theories that describe phenomena using 
few constructs related to each other by 
few one-directional causal relations 

Theory of Reasoned Action, 
Planned Behavior, and others 
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As an example of the shortcomings of the boxes-and-arrows approach, and by extension of 

reductionist theorizing, take the theory of reasoned action (Fishbein & Ajzen, 1975), one of the most well-

known theories of behavior change. It posits that a person’s propensity to engage in a new behavior 

depends on their intention to engage in this behavior, which in turn is predicted by their attitude towards 

it and their subjective norms (see Fig. 3a). This is a neat distillation, and its massive acceptance suggests 

it captures something important about behavior change (Albarracín et al., 2001). Yet, it had 

shortcomings (see e.g., Triandis, 1980), which later led to an amended version, the theory of planned 

behavior (Fig. 3b; Ajzen, 1991). In fact, it was amended a total of three times, each time in response to 

criticisms arguing it fails to capture a specific source of behavior change. This produced the Reasoned 

Action Model (Fig. 3c; Fishbein & Ajzen, 2011), and then finally the Integrated behavioral model (Fig. 3d; 

Montano & Kasprzyk, 2015). With noble intentions it grew from four constructs and three arrows in its 

first iteration to 19 constructs connected by 23 arrows in its last. Yet the final version has much 

redundancy and vagueness, such as positing the independent existence of the constructs of “Knowledge 

and skills”, “control beliefs” and “self-efficacy” regarding the novel behavior. Even the most 

decomposition-inspired reductionist could not deny that self-efficacy or control beliefs regarding a novel 

behavior are unrelated to the skills to execute it. Yet, there are no arrows between any of these three. 

Such illusory essences can be found throughout the iterations. In fact, the final product is akin to 

attempting to describe the pool table with hundreds of billiard balls, with classical mechanics. The true 

interactions are too numerous, and idealized relations too far from the actual natural phenomenon. The 

subsequent attempt to capture the complexity of behavior change inflates the theory, illustrating its 

inability to capture the true web of causal relations. It is, of course, nonetheless highly commendable 

that the authors recognized the failure of the original theories to capture the many interrelated causes of 

behavior change, and amend their work. 



Holistic Grounded Cognition  42 

 

Note. Chronologically, from top left clockwise: The Theory of Reasoned Action (3A), which was 
later amended and called the Theory of Planned Behavior (3B). Containing further additions, 
the Reasoned Action model (3C). Most recently, the integrated Behavioral Model attempts to 
capture further complexity (3D). The progression serves to be a demonstrative example of the 
limits of boxes-and-arrows theories in capturing the complexity of the phenomena under 
investigation. The number of arrows progresses from 3 to 5 to 13 to 21. There are rumors of a 
fifth theory, but no journal would publish it on account of printing costs. 

Figure 3 
 
Four behavior change theories demonstrating boxes-and-arrows theories 

A B 

C 

D 
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The reasoned action theories are not uniquely fallible in this regard. Such an issue will visit any 

boxes-and-arrows theory of behavior change because behavior change is the subject of a vast number of 

interconnected influences (Juarrero, 2000). The inamenability of such a complex phenomenon to be 

captured by decomposition and localization strategies, is demonstrated by looking to the “ABC of 

Behavior Change” (Michie et al., 2021). This book aims for a comprehensive listing of behavior change 

theories, and it lists some 83 theories. Each is useful in their own right, but unless one wants to make a 

risky bet (1/83 or 1.2% chance of correctness), it is safe to assume that none “carve nature at its joints”. 

Of course, as with pragmatic kinds, such theories are not de facto useless19. It is only when believing 

these to go beyond pragmatic kinds, uncovering a category in nature, that this should incur any 

problems. 

8. Assessing SCS, LMC, and GC 

This example demonstrates the shortcomings and features of the theories that stem from 

reductionist research practices. Boxes-and-arrows postulate few discrete components in the causes of 

phenomena and postulates simplistic one-way causal relations, a basic structure that likely does not 

reflect the true underlying causes or categories. This expansive description of reductionism’s practices 

can now be applied to the three central approaches. First, I examine SCS’ research practices, 

demonstrating that it is thoroughly reductionist. Then, I continue to LMC and delineate the attributes 

of its constructs regarding reductionism. Finally, it is possible to examine GC’s epistemological status, 

which should uncover any cartesian stowaways. 

8.1. SCS’ Scientific Practices 

SCS is, predominantly, and proudly, reductionist (M. L. Anderson, 2014; Bechtel & Richardson, 

2010; E. Thompson, 2010). Fodor makes explicit the assumed system underlying cognition: “modular 

cognitive systems are domain specific, innately specified, hardwired, autonomous, and not assembled” 

(Fodor, 1983, p. 37). This is a near-perfect listing of the opposites of those features which characterize 

 
19 Although here the focus is on the theory of reasoned action’s (and its descendants’) status as natural kinds, 

agnostic to their usefulness, one can also leverage a criticism against them based on their usefulness. A theory is only 
valuable if it makes specific predictions, which by definition means that it excludes other hypotheses. Yet the final theory 
has many variables that are vague. Additionally authors of these theories prescribe that one must be selective in choosing 
variables because “there is no one-size-fits-all approach” (Montano & Kasprzyk, 2015, p. 105). This presents the problem 
that the theory becomes a collection of many variables from which the researcher can pick-and-choose at leisure. This is a 
threat to scientific integrity because it masquerades as scientific, suggesting specificity, while allowing researchers 
nonetheless to cherry-pick based on intuition or worse, post-hoc data analysis. 
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complex systems, which are interaction-dominant, emergent, self-organizing, and soft assembled (M. J. 

Richardson & Chemero, 2014). Similarly, standard computation, the computational process envisioned 

in SCS is dependent and described by linear relations, while the kind of emergent computation 

produced by complex systems is described by nonlinearity (Forrest, 1990). This assumption naturally 

leads to a reductionist epistemology, again expressed by Fodor: “Since […] behavior typically involves the 

simultaneous activity of a variety of distinct psychological mechanisms, the best research strategy would 

seem to be divide and conquer” (Fodor, 1983, p. 1).  

Continuing, both decomposition and localization can be found in theorizing. For example, the 

ability to produce and understand language, is argued to be reducible to a single construct called the 

language faculty (Fitch et al., 2005; Hauser et al., 2002), relying on a specific innate structure called 

universal grammar (Chomsky, 1980; Pinker, 1995), and at times localized to specific locations in the 

brain such as the superior temporal gyrus (Poeppel, 2017). Also research taking SCS as a point of 

departure has these attributes. For example, in research on decision making, the classic theoretical base 

is the serial model. It decomposes the decision-making process into discrete steps executed in an ordered 

one-directional sequence: decision, choice, and execution (e.g., Newell & Simon, 1972; for an alternative 

view see, Raab, 2020; Voigt et al., 2023). It is therefore uncontroversial, and indeed explicitly stated by 

SCS theorists, that the field is committed to reductionism, making explicit that it views cognition as a 

simple system, producing modular explanations, in the form of boxes-and-arrows theories. It is therefore 

aligned in its epistemological and ontological positions, yet is, as argued above, biologically implausible.  

8.2. LMC’s Scientific Practices 

The continuity between life and mind as posited by the free-energy principle aligns with 

reductionism’s opposite, holism. LMC explicitly assumes that the phenomena it is investigating are 

complex systems. In fact, the attributes of complex systems (see above), are not only found in its theories, 

but placed centrally. LMC argues that self-organization is the primary mechanism underlying life and 

cognition, it places nonlinear dynamics front and center, and indeed argues that life and cognition are 

emergent features (e.g., Isomura et al., 2023; Millidge, 2021; see also Colombo & Palacios, 2021; Karl, 

2012). Looking more specifically at its practices, the free-energy principle’s constructs are natural kinds 

that are scaled up through interactions: it argues that all living organisms are (smaller or larger) 

collections of cells obeying the simple first principle of free-energy minimization. Similarly depicting its 

devotion to holism, LMC emphasizes ‘organization’ as being the factor distinguishing between living 

organisms and a pile of sludge, departing fully from decomposition and emphasizing interactions 
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between particles (cf. Kauffman, 1993). There is therefore no decomposition or localization in LMC 

approaches. 

Without decomposition or localization strategies, LMC also does not tend to produce boxes-and-

arrows theories. In general, central to the LMC approach is a dissolution of theoretical boundaries in its 

theories. One finds myriad examples of equating traditionally distinct categories in LMC theories. The 

free-energy principle reading of LMC no longer distinguishes between faculties like action, perception, 

and cognition, or between physiology and behavior (Cisek, 1999; Pezzulo, Parr, & Friston, 2024; Pezzulo 

& Cisek, 2016). First, as described above, it does not draw a line between the internal and external world 

when creating a model from which to generate predictions. The hierarchical generative model is not 

picky in deciding whether a piece of information comes from outside or inside the skin, it will inform 

the model nonetheless. As all these categories have a familiar origin in a hierarchical generative model 

performing prediction-error minimization, there is no natural kind distinction between them (which is 

not to say they do not exist, just that they do not signal theoretically relevant distinctions). Second, the 

centrality of the dogma “perception as inference” (Friston, 2003; see also Gregory, 1980; Helmholtz, 

1866) demonstrates the fluid distinction between perceiving the world and understanding it, because 

underlying any perception is a belief. Active Inference, also from the family of free-energy principle, 

emphasizes that actions serve to reduce the state of uncertainty in the world, casting both perception 

and action as inference (Brown et al., 2011; Pezzulo, Parr, & Friston, 2024), indeed even all of cognition 

(Pezzulo, 2012). Third, physiological changes are no different from behavior itself, with both being 

homeostatic control mechanisms: “When a perturbation away from desirable states is caused by events 

in the world (e.g. the appearance of a predator), we call that ‘stimulus-response behaviour’. When the 

perturbation is caused by internal changes (e.g., a growing hunger), we call that ‘goal-directed behaviour’. 

In both cases, the fundamental organization is a feedback system that controls the animal's state.” (Cisek, 

2021, p. 1). There is, therefore, not just a continuity between the origins of life and of cognition, but 

also between all categories that pervade the study of human cognition and behavior. These attributes of 

LMC approaches produce explanations that do not decompose or localize phenomena, and instead 

places continuous explanations throughout, even dissolving widely held constructs in favor of multi-

dimensional underlying webs. 

8.3. GC’s Scientific Practices 

While it is evident that SCS and LMC clearly fall into the category of reductionism and holism 

respectively, the central theme of this dissertation pertains to GC’s cartesian stowaways. If GC produces 
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theories with monist ontology, but with reductionist epistemology hiding in its strategies and practices, 

this would constitute meta-theoretical tension in the approach, and biological implausibility. 

Firstly, GC tends to assume cognition to be a simple system. Firstly, this can be found in the fact 

that many lines of GC research also became victims of the replication crisis for the same assumption of 

stable effects explained above. One prominent example is the seminal ACE experiment by Glenberg & 

Kaschak (2002; also, Kaschak et al., 2005). This experiment failed to replicate, yet arguably because the 

important context effects from the original were not retained. These include factors like the type of 

words used, the amount of emphasis placed on a verb, or the timepoint of response (Teskey et al., 2024; 

A. Winter et al., 2022). Thus, its theories are in conflict with the complexity of these phenomena, and 

nonetheless, in non-replications it is argued that a null finding reflects their incorrectness. Furthermore, 

in the context of failing to replicate the ACE, Papesh (2015), in a paper critical of the existence of the 

ACE effect, displayed perhaps the clearest expression of the assumption that the research is examining 

stable effects. In a post-hoc Bayesian analysis of past research on the ACE, this author was required to 

estimate a prior which reflects the effect size one expects to find. This author chose the distribution r = 

1. This distribution is associated with testing fairly large effect sizes. A small effect size, as could be 

expected from such a fragile and complex phenomenon (Götz et al., 2024), therefore remained 

unconsidered. 

This assumption of a simple system also produces the strategies of decomposition and 

localization in GC. Implicit in much theorizing on grounded cognition is the practice of postulating 

separate modules having dedicated responsibilities that are selectively recruited. These then combine 

according to specific rules. These are evident in the classic theories of grounded cognition: In conceptual 

metaphor theory, mental representations have been decomposed into separate, categorical components 

(e.g., in the extended conceptual metaphor theory: three distinct levels of representation being the 

domain, the frame, and the mental space; Kövecses, 2017, 2020). Similarly, in the another commonly-

used theory, perceptual symbol systems, simulators constitute an example of localization (Barsalou, 

1999). Simulators are single modules which house fragments of perception, which are recruited when a 

concept is activated.20  

More reductionism in the form of decomposition can be found in the modalities, described 

above, which are depicted as modular. GC posits relevant differences between possible grounding 

substrates, like sensorimotor, interoceptive, or invariant representations. These are considered distinct, 

natural kinds. Evidencing this is that they were only piece for piece included into GC literature. The 

 
20 This explication of assumptions in GC theories will be deepened in Article III. 
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‘original’ grounding substrates was the sensorimotor system, and interoception was often neglected. For 

example, the seminal Barsalou (1999) paper mentioned “sensory-motor” 47 times, and never mentioned 

interoception, or any terms related to other modalities (the identical pattern can be detected in 

conceptual metaphor theory’s central texts, e.g., Johnson, 1987; Lakoff, 1987, 2012). It was only later 

that GC theorizing was extended to include interoception, then later to emotion and social 

representations (Connell et al., 2018). Indeed, the grounding substrates were, until Article I and Article 

II in this dissertation, limited to the body. The mere modularity of dividing bodily information into 

these separate features aligns with the tradition of reductionism. 

Second, localization is also evident in GC research. It can be detected in the frequent use of the 

term “human conceptual system” (Barsalou, 2003b, p. 513; M. Kiefer & Barsalou, 2013, p. 381), which 

places the construct of concept representation into a distinct modular system. Similarly, localization 

often underlies theoretical argumentations. For example, Vigliocco et al. (2014) argue that emotion is 

important for abstract concepts because there is an association between the abstractness of a concept 

and “greater engagement of the rostral anterior cingulate cortex, an area associated with emotion 

processing” (p. 1767). This quote originates from a paper that was written in response to another GC 

study localizing semantic knowledge to three, ostensibly non-emotion related, cortical regions. This, 

original target study was decidedly more explicit about its research strategies, being titled “Where Is the 

Semantic System?” (Binder et al., 2009). These and similar studies evidently do not assume that likely 

many interacting cortices and networks are responsible for the semantic content of concepts. 

Furthermore, conceptual metaphor theory is an example of boxes-and-arrows theories. It posits 

that image schemas (e.g., FOLLOWING-A-TRAJECTORY or CONTAINER) are recombined using algorithms 

(called transformations) to generate primary metaphors, conceptual metaphors, and so on (Gibbs, 2005a; 

Gibbs & Colston, 1995; Lakoff, 1987). A depiction in the form of boxes and arrows would be true to 

the postulated reasoning; The complex phenomenon of abstract concepts is reduced to a process 

involving few components that sequentially and linearly align. These image schemas are also posited to 

be natural kinds. Furthermore, their transformations are hypothesized to be of a limited number. This 

suggests something innate which governs their existence, as opposed to that they emerge naturally.  

9. Holistic Theories 

Having first described the hallmarks of cartesianism, and consequently identified these cartesian 

features in GC’s reasoning, it is possible now to progress to the proposed solution. What type of theories 
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do align with holism? In other words, what are explanations that resist reductionist explanations and 

capture nature? These insights will serve as the foundation for constructing the consequent 

reformulation of GC21.  

One option to identify plausible features that do not violate what is known about emergence is 

to avoid specific components and examine systems as a whole. Such an approach allows to retain insights 

gained from understanding the underlying mechanisms of a phenomenon but with acknowledgement 

of the reciprocal interactions between components. Such approaches therefore describe the emergent 

phenomena as a whole, without decomposition. Take, for example, network approaches in research on 

psychopathology. Instead of defining mental disorders and their research by decomposing them into 

specific biological components or symptoms, network-based explanations map the complex web of 

symptom interactions that sustain and define mental disorders (Briganti et al., 2024). Such a view can 

take into account the reciprocal influences of interacting symptoms which are in feedback loops with 

biological features that are themselves interacting within themselves (Borsboom et al., 2019). Therefore 

mental disorders are viewed as being produced by complex interactions between symptoms, instead of 

being reduced to single discretized components (Borsboom & Cramer, 2013; Eysenck, 1986). By 

conceptualizing disorders in networks, one avoids the assumptions connected with decomposition, and 

gives way to emergence (Bringmann et al., 2023). In the same vein, other work has recently argued that 

future measures of clinical psychology should focus on experience sampling, because this allows to, via 

patterns in the dynamics of the whole system, generate insights into the emergent behavior of the system 

(Bar-Kalifa et al., 2024; Grunfeld et al., 2025). Beyond psychopathology and the strategy of 

decomposition, a fruitful avenue to counter localization, has been to examine whole-system dynamics of 

the brain, such as neural oscillations or hyperdimensional state-space activations (Buzsaki, 2006; 

Kriegeskorte, 2015; Wang et al., 2024). These neural oscillations also provide a plausible mechanism 

connecting brain and body signals via rhythms (Engelen et al., 2023; Rebollo & Tallon-Baudry, 2022). 

Another option for theorizing that avoids reductionism is first principles. When taking as point 

of departure the assumption of a complex system, it is evident that a boxes-and-arrows theories could 

not capture the causes of phenomena, which are emergent. Therefore, it may be helpful to identify the 

basic features which, when scaled up, produce the phenomenon. First principles, much more common 

in physics than any life sciences, are facts which do not rely on any other fact to be true (Herfeld & 

 
21 The recommendations in this section are those that pertain or capture an important aspect in the context of 

GC. For more comprehensive collections of recommendations on how theories can better reflect the complexity of 
phenomena see: for cognitive science, Favela (2020); for philosophy Hylighen et al. (2007); and for psychology 
Sanbonmatsu & Johnston (2019) 
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Ivanova, 2021). For example, the principle of least action, which states that systems follow the paths 

which require the least energy. An important feature which distinguishes these ‘first principles’ from the 

boxes in reductionist research, is that the explanatory load is not localized to a specific component but 

on interactions and processes. Another construct, closer to cognition, which positions itself as a first 

principle is the aforementioned free-energy principle (Colombo & Wright, 2021; Friston et al., 2023). 

It does not argue that any one behavior begins with prediction-error minimization, but rather that a 

system which has this imperative will demonstrate such a behavior at scale.  

The first principles approach relates to another, perhaps counterintuitive, holistic strategy: to go 

‘back to basics’ and proceed with less theory (Bringmann et al., 2022; Sanbonmatsu & Johnston, 2019). 

Here, it is argued, to capture the complexity of a system one must be necessarily vague in detail. In 

practice, this corresponds to descriptive research, exploratory research, or bottom-up research, which all 

involve getting to know the phenomenon without top-down theories which are being confirmed or 

falsified. This pertains to the notion of intellectual humility, that grand theories may promise more 

explanatory certainty than is warranted. A good construct should only be as precise as is justifiable based 

on the supporting data (James, 1890; Sanbonmatsu & Johnston, 2019). Under the assumption that 

experimental phenomena are the product of many components that interact in reciprocal feedback loops 

(as described above in relation to the replication crisis), it is most useful to first begin with describing 

those phenomena that are robust across situations and replications (Eronen & Romeijn, 2020; Rozin, 

2001). Such robust phenomena can consequently serve as constraints on theorizing (Eronen & 

Bringmann, 2021). If there is an undeniable phenomenon, one has a base from which to depart by 

limiting the space of possible theories. This acknowledges the inability for current research to describe 

the causes of phenomena in the current, reductionist, terms available. 

A similarly pragmatic proposal relates to the need to encourage revising existing constructs. 

When, via empirical work, novel indices are uncovered which improve the bounds of a natural kind (i.e., 

suggest better bounds for a construct’s natural category), these should inform the theory, generating an 

iterative cycle (Dubova & Goldstone, 2023; Eronen & Bringmann, 2021). Many constructs, posited as 

natural kinds, originate from folk psychology, such as attention (e.g., “Everybody knows what attention 

is” James, 1890). After increasing research, it is at times identified that a construct, as found in folk 

psychology may not be a natural kind, and has problems (e.g., “No one knows what attention is"; 

Hommel et al., 2019, p. 1). This can then lead to discarding the construct (“There is no such thing as 

attention”; B. Anderson, 2011, p. 1) or re-evaluating (“A taxonomy of external and internal attention” 

Chun et al., 2011, p. 1) and refining (“Attention as an effect not a cause”; Krauzlis et al., 2014, p. 1) it. 
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This iterative cycle should be encouraged and accepted, as it allows to, with time, approach describing 

natural kinds. It thereby continually improves theorizing by refining the accuracy of theoretical 

constructs. 

10. Generating a Holistic GC 

With the shortcomings of reductionism, and possible antidotes to these offered by holistic 

research practices fully explained, these insights can now be applied. First, in Article III, to produce a 

reading which discards GC’s cartesian stowaways, and aligns it with holism, called the minimalist account 

of GC. Our holistic version of GC will pick up from the lessons described above, and especially address 

the problem of theories (boxes) with simple causal relations (arrows). To do this, the theories of GC will 

be analysed, with special focus on going ‘back to basics’. Specifically, we argue that GC theories have 

been prematurely elaborate, postulating very specific theories without such specificity being justified. We 

also discuss the implications of this for research. Firstly, that it generates a lack of conceptual clarity, and 

second it generates unsystematic empirical work. Such unsystematic empirical work involves authors of 

experiments failing to explicitly state theoretical allegiance, which hinders falsification of these grand 

theories, for example. We propose to reduce these grand the theories to their basic mechanisms, 

simulation and metaphoric mapping, which we argue are natural kinds. 

It must be mentioned that some developments in GC research have made in-roads in 

counteracting the detriments of reductionist practices. A classic dichotomy underlying many discussions 

in GC has been that of concrete and of abstract concepts. These are often treated as natural kinds that 

require different mechanisms. For example, Barsalou (2020) refutes the common misconception that 

GC theories “can explain concrete concepts but not abstract concepts” (p. 10; see also e.g., Borghi & 

Pecher, 2011; Mahon & Caramazza, 2008). The categorical distinction between abstract and concrete is 

not warranted though. For example, in Brysbaert et al.’s (2014) ‘concreteness norms’ participants judged 

40,000 terms’ concreteness, with higher scores indicating more concreteness and vice versa. In this study, 

a prototypical example of an abstract concept, FREEDOM, scores 2.34. This is less abstract than concrete 

concepts like e.g., FUN (1.78) or TROUBLE (2.25; Lupyan & Winter, 2018) though. Indeed, the fact that 

there even is such vast variability, i.e., a continuous not categorical distinction,  already suggests that 

these may not be natural kinds. This is further supported by earlier theoretical work emphasizing the 

variability within the domain of ‘abstract concepts’. Dove (2016) identified three separate issues 

underlying the same construct of abstract concepts and Barsalou (2003a) identifies six distinct challenges 
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within abstraction. More recently though, there have been calls to nuance the notion of abstract concepts 

further, by distinguishing different types of abstract concepts (Villani et al., 2019) or getting rid of the 

distinction of abstract vs concrete concepts entirely (Barsalou et al., 2018). 

After producing this minimalist account of GC in Article IV, consisting only of GC’s central, 

natural kind, mechanisms, we turn beyond this limited scope and integrate it with other literatures and 

their postulates about cognition. Specifically, in Article I and Article II it was demonstrated that only 

two theories could account for invariant representations, predictive processing and conceptual spaces. 

In this final article, we integrate these three positions (GC, predictive processing, and conceptual spaces) 

under the banner of LMC, which demonstrates the strength of our novel account. By being simple and 

made of natural kinds, this minimalist account can integrate with other frameworks. It also displays the 

benefits of focusing on natural kinds. Because the minimalist account aligns with the assumption of a 

complex system, it makes the same assumptions of self-organization outlined above in 8.2. LMC’s 

Research Practices, and is therefore positioned to integrate with it. 
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11. Article III: Issues in Grounded Cognition and how to solve them – The 

Minimalist Account 

Friedrich, J.; Fischer, M.H.; Raab, M. 

In: Journal of Cognition, 8(1), 31. 

 

Abstract 

The field of grounded cognition is concerned with how concepts are represented by re-

activation of the bodily modalities. Considerable empirical work supports this core tenet, but the field 

is rife with meta-theoretical issues which prevent meaningfully progressing beyond this. We describe 

these issues and provide a solution: an overarching theoretical framework. The two most commonly 

cited grounded cognition theories are perceptual symbol systems and conceptual metaphor theory. Under 

perceptual symbol systems, concepts are represented by integrating fragments of multi-modal percepts 

in a simulator. Conceptual metaphor theory involves a limited number of image schemas, primitive 

structural regularities extracted from interaction with the environment, undergoing a limited number 

of transformations into a concept. Both theories constitute important developments to understanding 

mental representations, yet we argue that they currently impede progress because they are prematurely 

elaborate. This forces them to rely on overly specific assumptions, which generates a lack of conceptual 

clarity and unsystematic testing of empirical work. Our minimalist account takes grounded cognition 

‘back to basics’ with a common-denominator framework supported by converging evidence from other 

fields. It postulates that concepts are represented by simulation, re-activating mental states that were 

active when experiencing this concept, and by metaphoric mapping, when concrete representations are 

sourced to represent abstract concepts. This enables incremental theory development without 

uncertain assumptions because it allows for descriptive research while nonetheless enabling 

falsification of theories. Our proposal provides the tools to resolve meta-theoretical issues and 

encourages a research program that integrates grounded cognition into the cognitive sciences. 

 

Keywords: Embodied Cognition, Semantics, Action and Perception, Emotion and Cognition  
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12. Article IV: Higher-Level Cognition under Predictive Processing: 

Structural Representations, Grounded Cognition, and Conceptual Spaces 

Friedrich, J.; Fischer, M.H. 

In: Minds and Machines (under review) 

 

Abstract 

Predictive processing posits that prediction-error minimization underlies all perception, action, 

and cognition. Yet, despite its considerable popularity and explanatory scope, it is unclear how 

this enables higher-level cognitive abilities, such as representing and reasoning over abstract 

concepts. We combine insights from predictive processing, structural representations and 

grounded cognition to address this issue. Predictive processing argues from the free energy 

principle that an anticipatory model of the person-relevant environment is simulated. Structural 

representations state that these representations are isomorphic to, i.e., retain the relational pattern 

of, the world. Building on this assembly, grounded cognition research provides four insights into 

how abstract concepts are represented. First, a hierarchical organization allows abstracting from 

specific sensory qualities. Second, language glues together sensory qualities into representations 

that share no intrinsic properties, and acts as a social tool. Third, metaphoric mapping allows 

fragments of concrete percepts to represent abstract concepts. Lastly, conceptual spaces can 

represent concepts by generating multi-dimensional spaces consisting of abstract quality 

dimensions. By transplanting these four insights to predictive processing’s (structural) hierarchical 

generative model, we explain higher-level cognition through detached models of perception and 

action simulations, isomorphic to actual behavior, in abstract conceptual spaces. This constitutes 

a significant expansion to life-mind continuity approaches by providing specific mechanisms for 

how the principles driving the emergence of life can account for the sophisticated higher-level 

cognition in humans. By synthesizing insights from these three literatures, we generate a coherent 

description of higher-level cognition under predictive processing.  

Keywords: generative models, embodied cognition, symbol grounding, active inference, life-

mind continuity thesis, free-energy principle13. An Integrated GC 
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In Article III, we formulate an overarching framework of GC, one that avoids the cartesian 

stowaways of prior theories, which we call a minimalist account. This article began by demonstrating the 

more socio-scientific consequences of reductionist research practices and especially of illusory essences. 

They cause a lack of conceptual clarity, as overly specific theories are continually amended, eliciting jingle 

jangle and conceptual clutter. It also causes unsystematic empirical work as it becomes unreasonable to 

align with overly specific theories which are further along theoretically than empirically. In the 

minimalist account, we postulate only two constructs, simulation and metaphoric mapping. With this, 

we are able to discard the boxes-and-arrows decomposition, while maintaining the central insights, that 

mental representations involve the simulation of their referents, or in the case of metaphoric mapping, 

simulating more concrete stand-ins for abstract referents. In line with holism, both simulation and 

metaphoric mapping are natural kinds. Simulation is when a mental state is activated in absence of the 

referent which typically activates it, and metaphoric mapping describes such an activation in service of a 

concept more abstract than the referent. The strict definition of simulation already demonstrates that 

there is little distance between the theoretical construct and the phenomenon it describes. It is not 

dependent on any other theoretical construct, or even theory, to be true in order for its existence to 

hold. There is significant evidence for the existence of simulation generally, as well as for simulation in 

service of mental representations. The same holds for metaphoric mapping. These constructs also do 

not postulate a process or indeed even a causal relation. The limited nature of the minimalist account, 

has the drawback that it has much less explanatory power than the more elaborate theories which it 

subsumes, making no sweeping explanations. Yet this means that it carries fewer risks of being false. 

Therefore, while this reformulation produces much less theoretical detail, we argue the sophistication 

of past theories was not justified. Therefore, our portrayal, because our constructs do not position 

themselves as providing a detailed story of concepts and mental representations, is arguably more in line 

with the current state of knowledge.  

Next, in Article IV, we applied this holistic, minimalist account of GC to synthesize with other 

frameworks a description of mental representations. We first drew on work from the field of philosophy 

of mind on structural representations. These describe representations in which the internal relational 

structure of the referent is retained in the mental representation. Structural representations form a 

theoretical link between predictive processing and GC. On the one hand, structural representations 

meet the demands of a LMC reading of predictive processing, in which the nervous system is tasked with 

being a model of the world. Structural representations state that, the hierarchical generative model is 

not only in its meaning a model of the world, but because the way this representation retains the world’s 
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structure, it literally is a model of the world. On the other hand, we argue that GC’s simulation will also 

necessarily retain the relational structure of its referent, meaning that GC also posits structural 

representations. Furthermore, GC argues beyond a more conservative reading of structural 

representations. It proposes the stronger notion that covert simulations of actual perception or action 

constitute the mental representation, meaning that not only internal relations are retained but these are 

filled out with experiential (i.e., sensorimotor, interoceptive, etc.) detail. Another point of alignment is 

that GC’s notion of simulation aligns with predictive processing’s detached models, which are identical 

postulates. Furthermore, as GC has well-described how such simulations can serve higher-level cognition 

via simulations, these also apply to predictive processing’s detached models. Specifically, that higher-level 

cognition involves simulations of perception and action, including the metaphoric simulation of 

perception and action. They also, in line with the words as social tools approach, include words acting 

as embodied representations of tools. Additionally, the theory of conceptual spaces posits the simulation 

of space as critical for the representation of concepts. Therefore, these detached simulations not only 

involve simulations of perceptions and actions, but also of spaces.  

14. Conclusion 

With these final articles we can return to the question posed at the outset: what is the format of 

mental representations? By first adding to GC invariant representations, removing the vast majority of 

its theoretical postulates, and consequently transplanting it to the existing predictive processing 

literature, I argue for the mental representational format of Analog representations (Beck, 2018; Maley, 

2024). Analog representations, involve what may be grossly simplified as a richer version of structural 

representations (because it goes beyond just retaining internal relational structure; Shea, 2018). As 

described above, they retain the structure (like structural representations) but also other components of 

their referents (formally, that the the representational format covaries with its representational medium; 

Maley, 2011; Shepard, 1978), similar to e.g., mental imagery. Analog representation contrasts with digital 

computation, the category to which also symbolic representations belong (to which amodal symbolic 

representations belong; Maley, 2024). Our proposal aligns with this format, because the notion of 

simulation is closer to a mirroring conception than the comparatively simple structural representation.  

When applying this representational format to computation, one compares analog with digital 

computation (MacLennan, 2017). Although in society, digital computers are currently much more 

favored over analog computers, this is not necessarily always so. In order to predict a system with high 
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degrees of freedom and complexity, the importance of capturing the self-reinforcing feedback loops 

seems vital, and constitutes a problem for digital computation. As an example of the power of analog 

computation, take the tricky undertaking of tidal predictions. In the 1800’s, by failure of linear (digital) 

mathematical prediction, analog computers in the form of mechanical tide predictors were built. These, 

thanks to their self-referential ability, vastly improved on other methods (Rossiter, 1972). This was 

termed brass-for-brains for the ability of the ostensibly primitive mechanical movement to supersede the 

accuracy of sophisticated mathematical models (Thomson, 1868). This is surely one reason why science 

engages in experimentation and modelling (Craik, 1943; Godfrey-Smith, 2006), but also why cognition 

evolved mental models (Hesslow, 2002; Johnson-Laird, 1983), and what favors the here-proposed analog 

representation in the brain, over the amodal symbol systems theories of cognition. The notion of analog 

computation, but especially the reading presented here, in which exapted abilities in detached models 

can furnish such a rich abstract conceptual repertoire, is a similar instance of brass-for-brains. 

The insight of this Article IV tells a much more detailed story of mental representations than 

just a format, though, because it produces phenomenological detail. The simulations are argued to be a 

part of detached models and these take place in conceptual spaces. One could speculate that if these 

simulations are indeed, integrated into one single coherent model, as opposed to individually, 

modularly, representing separate aspects of a representation, it suggests that higher-level cognition 

involves simulations of small-scale ‘strange worlds’. These models are ‘strange’ because they can involve 

metaphorically mapped simulations of perceptions and actions, and these take place in spaces bounded 

by abstract quality dimensions. For example, representing joy may involve a metaphorical mapping of 

happiness by moving up in a conceptual space with a vertical happiness gradient. These small-scale 

‘strange worlds’ would nonetheless be isomorphic to the external three-dimensional world, but made up 

of abstracted quality dimensions, in which concrete representations have abstract meanings, words act 

as tools, and so on. 

14.1. Strengths and Limitations 

This dissertation had some strengths which allow for robust conclusions. One central aspect of 

this dissertation is that in order to draw the conclusion that GC is indeed harboring cartesian stowaways, 

a rigorous experimental test was done in Article II. Although later conclusions are based on theoretical 

arguments, the central thesis of GC harboring stowaways is predicated on an empirical finding. This 

dissertation therefore connects and leverages empirical and theoretical insights together. Furthermore, 

a critical facet of Article IV is the proposal that GC puts forth structural representations. We are the 
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first, to our knowledge, to frame grounded cognition as positing structural representations, performing 

important transdisciplinary integrative work. Lastly, the critical importance of performing theoretical 

work within disciplines, such as that presented in Article III, to complement the typically empirically-

minded research programs is well-established (e.g., Forscher, 1963; Gigerenzer, 2010; Hommel, 2024). 

Indeed, even the empirical aspect of this dissertation is not for the experiment’s sake but exclusively 

necessitated by theoretical reasoning.  

On the other hand, there are also limitations to the findings reported here. For one, although 

the central assumption is based in an empirical test, and much research supports the independent 

postulates in the article, there is no test of the final synthesis in Article IV. Although it may be argued 

that the Article I and Article II already constitute evidence of an empirical test, it is important to note 

that this only assesses one small aspect of mental representations. It therefore could not serve as evidence 

in favour of the final synthesis we have provided here. In fact, it is possible that some parts of the story 

will remain impossible to test directly indefinitely. For example, whether a simulation takes place in a 

simulator, image schema, or detached model. Future directions should nonetheless aim to develop 

empirical tests for the theoretical proposals posited here, and others in predictive processing (Litwin & 

Miłkowski, 2020; Miłkowski & Litwin, 2022). Some possible options can be gleaned from the 

structuralist program of neural correlates of consciousness research (Fink et al., 2021; Fink & Lee, 2023), 

as well as significant potential of mathematical modelling (Kleiner, 2024). 

14.2. Implications 

With what could be characterized as a plain architecture, consisting of few components and only 

a single basic imperative, the diversity of human cognition (the capability to daydream, reason about 

mathematical formulas or hypothesize about others’ emotions) seems distant. Yet, as we demonstrate, 

there are, empirically supported, ways in which such simple embodied processes can come to account 

for many features of higher-level cognition. These function by exaptation: the process when a feature 

originally evolved for one purpose is reused for another (Gould, 1991). For example, humans developed 

sophisticated abilities for navigation which not only represent a given space, but also a person’s location 

within it, and their heading (e.g., Burgess, 2006; Hafting et al., 2005; T. Hartley et al., 2014; O’Keefe & 

Dostrovsky, 1971). This in-built ability is exapted to perform the sophisticated ability of reasoning in 

semantic meaning by generating semantic maps, as posited by conceptual spaces. Not only conceptual 

spaces, but also metaphoric mapping, or the words as social tools approach, demonstrate how the unique 

demands of higher-level cognition are served by ostensibly primitive embodied abilities. This insight also 
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contributes significantly to the evolutionary aspect of LMC literature. Specifically, bridging the gap 

between the self-organization of cells to sophisticated human cognition. Conventional readings of LMC 

argue, collections of cells first became a model of their environment as, over the course of evolution by 

natural selection, relevant features of the environment were captured in the phenotype. Next, the 

environment was able to be modeled moment-to-moment, by a nervous system, which maintained a 

model of the environment. Then, forward models developed to enable anticipatory behavior, and these 

became progressively more detached to become full-fledged simulations. Here ends the conventional 

LMC story. We add a critical final point. Human cognition then exapted these models; First, organisms 

become models, then maintain models, then detach models, and finally exapt models. 

A few insights from these articles have impact beyond the boundaries of GC. For one, predictive 

processing and free-energy principle have touted themselves as grand unifying theories (Friston, 2010; 

Hohwy, 2013, 2020; Poth, 2022), and we have added significant expansions in the format of its mental 

representations. Further, although the articles included here have mostly addressed cognition, a research 

program around neurophenomenal structuralism (Fink et al., 2021; Lyre, 2022), and the similar, Quality 

Space theory (Fleming & Shea, 2024; Rosenthal, 2010) which build on structural representations to 

explain neural correlates of consciousness, also profits. Neurophenomenal structuralism builds on 

structural representations and integrates much of conceptual spaces’ reasoning. It argues that the content 

of consciousness involves isomorphisms between the world, neurons and the phenomenological 

experience. In fact, they argue further, that the content of consciousness is exhausted by its relational 

structure (D. M. Weger, 2024). For example, the experience of a color involves the color’s location in an 

abstract ‘color space’, made up of the dimensions hue, saturation, and lightness (see also Fleming & 

Shea, 2024; Kuehni, 2003). The proposal put forth in Article IV connects such notions with 

explanations of cognition. The formulated description therefore expands this research to an ambitious 

position. 

15. Closing Thoughts 

Much work cited here is part of an exciting change in tone embracing complexity, which is in 

stark contrast to the near-ubiquitous reductionism of the past (Krakauer, 2024). This includes the 

theoretically-driven solutions to the replication crisis, which emphasize the complexity underlying 

empirical testing on human subjects, and parallel evolutions across the life sciences. Far more than just 

a swing of the paradigmatic pendulum, the complexity approach constitutes a humanistic, and perhaps 
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even romantic, view of science. It aims not for a rational, idealized, ‘enlightened’ theory, but rather wants 

to catch the whole muddy truth of nature as it is. The Naturphilosophie, led by the German Romantics 

Goethe, Schiller, Schlegel, and others, had a similar view. Yet, they turned their back on the, 

reductionist, ‘enlightenment’ science, for its inability to capture what they believed to be truly beautiful: 

the organic features of nature (Wulf, 2022). Goethe described a distaste for reductionist science, saying 

“gray are all theories, And green alone life’s golden tree.” (Goethe, 1912, p. 68; Mainzer, 2007), as if 

science takes away the beauty inherent in nature. Indeed, science is often portrayed by laymen as an 

antithesis to art, because science is not beautiful but art is. They could not be more wrong. Yet, this 

constitutes, not a failure of the romantics or laymen to appreciate science, but a failure of science to 

appreciate what everyone else already appreciates, nature. Reductionism takes inherently beautiful 

natural phenomena and sterilizes them, reducing them to uninspired boxes to make them palatable for 

the limited imagination of ‘enlightened’ thinkers. Only ‘gray’ theories could be defied by the beauty of 

a flower or the intricate patterns of a butterfly’s wings. Complexity science not only acknowledges natural 

processes, it embraces and places their complexity centerstage. It subordinates itself to nature. Perhaps, 

a turn towards complexity may foster a culture of science which is not tasked with sterilizing natural 

forms, but rather with understanding them where and how they are. It is my sincere hope that this 

dissertation has contributed something to this culture. 
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Hřebı ́čková, M., & Urbánek, T. (2004). Consensual validation of personality traits across 

cultures. Journal of Research in Personality, 38(2), 179–201. https://doi.org/10.1016/S0092-

6566(03)00056-4 

McCrink, K., Dehaene, S., & Dehaene-Lambertz, G. (2007). Moving along the number line: 

Operational momentum in nonsymbolic arithmetic. Perception & Psychophysics, 69(8), 1324–

1333. https://doi.org/10.3758/BF03192949 



Holistic Grounded Cognition  119 

McIntyre, J., Zago, M., Berthoz, A., & Lacquaniti, F. (2001). Does the brain model Newton’s laws? 

Nature Neuroscience, 4(7), Article 7. https://doi.org/10.1038/89477 

Meier, B. P., & Robinson, M. D. (2004). Why the Sunny Side Is Up: Associations Between Affect and 

Vertical Position. Psychological Science, 15(4), 243–247. https://doi.org/10.1111/j.0956-

7976.2004.00659.x 

Merfeld, D. M., Zupan, L., & Peterka, R. J. (1999). Humans use internal models to estimate gravity 

and linear acceleration. Nature, 398(6728), 615–618. https://doi.org/10.1038/19303 

Merritt, D. J., Casasanto, D., & Brannon, E. M. (2010). Do monkeys think in metaphors? 

Representations of space and time in monkeys and humans. Cognition, 117(2), 191–202. 

https://doi.org/10.1016/j.cognition.2010.08.011 

Merz, S. (2022). Motion perception investigated inside and outside of the laboratory: Comparable 

performances for the representational momentum and representational gravity phenomena. 

Experimental Psychology, 69(2), 61. https://doi.org/10.1027/1618-3169/a000545 

Merz, S., Deller, J., Meyerhoff, H. S., Spence, C., & Frings, C. (2019). The contradictory influence of 

velocity: Representational momentum in the tactile modality. Journal of Neurophysiology, 121(6), 

2358–2363. https://doi.org/10.1152/jn.00128.2019 

Merz, S., Frings, C., & Spence, C. (2021). Tactile temporal offset cues reduce visual representational 

momentum. Attention, Perception, & Psychophysics, 83(5), 2113–2122. 

https://doi.org/10.3758/s13414-021-02285-2 

Merz, S., Soballa, P., Spence, C., & Frings, C. (2022). The speed prior account: A new theory to 

explain multiple phenomena regarding dynamic information. Journal of Experimental Psychology. 

General. https://doi.org/10.1037/XGE0001212 



Holistic Grounded Cognition  120 

Merz, S., Spence, C., & Frings, C. (2023). Need for (expected) speed: Exploring the indirect influence 

of trial type consistency on representational momentum. Attention, Perception, & Psychophysics, 

85(8), 2637–2654. https://doi.org/10.3758/s13414-023-02796-0 

Meteyard, L., Cuadrado, S. R., Bahrami, B., & Vigliocco, G. (2012). Coming of age: A review of 

embodiment and the neuroscience of semantics. Cortex, 48(7), 788–804. 

https://doi.org/10.1016/j.cortex.2010.11.002 

Miall, R., & Wolpert, D. (1996). Forward Models for Physiological Motor Control. Neural Networks : 

The Official Journal of the International Neural Network Society, 9 8, 1265–1279. 

https://doi.org/10.1016/S0893-6080(96)00035-4 

Michel, C. (2020). Concept contextualism through the lens of Predictive Processing. Philosophical 

Psychology, 33(4), 624–647. https://doi.org/10.1080/09515089.2020.1742878 

Michel, C. (2022). A Hybrid Account of Concepts Within the Predictive Processing Paradigm. Review 

of Philosophy and Psychology. https://doi.org/10.1007/s13164-022-00648-8 

Michel, C. (2023a). Predictive Embodied Concepts: An Exploration of Higher Cognition Within the Predictive 

Processing Paradigm [PhD Thesis]. University of Edinburgh. 

Michel, C. (2023b). Towards a new standard model of concepts?: Abstract concepts and the embodied 

mind: Rethinking grounded cognition, by Guy Dove, Oxford University Press, Oxford, 2022, 

280 pp., $74.00, ISBN 9780190061975. Philosophical Psychology, 0(0), 1–5. 

https://doi.org/10.1080/09515089.2023.2177144 

Michie, S., West, R., Campbell, R., Brown, J., & Gainforth, H. (2021). ABC of Behaviour Change 

Theories. Silverback Publishing. 

Michotte, A. (1963). The perception of causality (pp. xxii, 424). Basic Books. 



Holistic Grounded Cognition  121 

Miklashevsky, A., Fischer, M. H., & Lindemann, O. (2022). Spatial-numerical associations without a 

motor response? Grip force says ‘Yes.’ Acta Psychologica, 231, 103791. 

https://doi.org/10.1016/j.actpsy.2022.103791 

Miklashevsky, A., Lindemann, O., & Fischer, M. H. (2021). The Force of Numbers: Investigating 

Manual Signatures of Embodied Number Processing. Frontiers in Human Neuroscience, 14. 

https://www.frontiersin.org/articles/10.3389/fnhum.2020.590508 

Miłkowski, M., Hensel, W. M., & Hohol, M. (2018). Replicability or reproducibility? On the 

replication crisis in computational neuroscience and sharing only relevant detail. Journal of 

Computational Neuroscience, 45(3), 163–172. https://doi.org/10.1007/s10827-018-0702-z 

Miłkowski, M., & Litwin, P. (2022). Testable or bust: Theoretical lessons for predictive processing. 

Synthese, 200(6), 462. https://doi.org/10.1007/s11229-022-03891-9 

Miller, J. (2023). How Many Participants? How Many Trials? Maximizing the Power of Reaction Time 

Studies. Behavior Research Methods, 56(3), 2398–2421. https://doi.org/10.3758/s13428-023-

02155-9 

Millidge, B. (2021). Applications of the Free Energy Principle to Machine Learning and Neuroscience 

(arXiv:2107.00140). arXiv. https://doi.org/10.48550/arXiv.2107.00140 

Mioni, G., Fischer, M. H., & Shaki, S. (2021). Heuristics and biases in the mental manipulation of 

magnitudes: Evidence from length and time production. Quarterly Journal of Experimental 

Psychology, 74(3), 536–547. https://doi.org/10.1177/1747021820967663 

Mitchell, M. (2011). Complexity: A Guided Tour (1st edition). Oxford University Press. 

Mitko, A., & Fischer, J. (2023). Do striking biases in mass inference reflect a flawed mental model of 

physics? Journal of Experimental Psychology: General, 152(9), 2636–2650. 

https://doi.org/10.1037/xge0001399 



Holistic Grounded Cognition  122 

Montano, D. E., & Kasprzyk, D. (2015). Theory of reasoned action, theory of planned behavior, and 

the integrated behavioral model. Health Behavior: Theory, Research and Practice, 70(4), 231. 

Morawski, J. (2019). The replication crisis: How might philosophy and theory of psychology be of use? 

Journal of Theoretical and Philosophical Psychology, 39(4), 218–238. 

https://doi.org/10.1037/teo0000129 

Morawski, J. (2022). How to True Psychology’s Objects. Review of General Psychology, 26(2), 157–171. 

https://doi.org/10.1177/10892680211046518 

Morey, R. D., Kaschak, M. P., Díez-Álamo, A. M., Glenberg, A. M., Zwaan, R. A., Lakens, D., Ibáñez, 

A., García, A., Gianelli, C., Jones, J. L., Madden, J., Alifano, F., Bergen, B., Bloxsom, N. G., 

Bub, D. N., Cai, Z. G., Chartier, C. R., Chatterjee, A., Conwell, E., … Ziv-Crispel, N. (2022). A 

pre-registered, multi-lab non-replication of the action-sentence compatibility effect (ACE). 

Psychonomic Bulletin & Review, 29(2), 613–626. https://doi.org/10.3758/s13423-021-01927-8 

Morgan, A. (2014). Representations gone mental. Synthese, 191(2), 213–244. 

https://doi.org/10.1007/s11229-013-0328-7 

Morowitz, H. J. (1968). Energy Flow in Biology: Biological Organization as a Problem in Thermal Physics. 

Academic Press. 

Morrison, F. J., & Grammer, J. K. (2016). Conceptual clutter and measurement mayhem: Proposals for cross-

disciplinary integration in conceptualizing and measuring executive function. 

https://psycnet.apa.org/record/2015-31283-015 

Moscatelli, A., & Lacquaniti, F. (2011). The weight of time: Gravitational force enhances 

discrimination of visual motion duration. Journal of Vision, 11(4), 5. 

https://doi.org/10.1167/11.4.5 

Mudrik, L., & Maoz, U. (2015). “Me & My Brain”: Exposing Neuroscience’s Closet Dualism. Journal of 

Cognitive Neuroscience, 27(2), 211–221. https://doi.org/10.1162/jocn_a_00723 



Holistic Grounded Cognition  123 

Muraki, E. J., & Pexman, P. M. (2024). The role of emotion in acquisition of verb meaning. Cognition 

and Emotion, 1–8. https://doi.org/10.1080/02699931.2024.2349284 

Muraki, E. J., Speed, L. J., & Pexman, P. M. (2023). Insights into embodied cognition and mental 

imagery from aphantasia. Nature Reviews Psychology, 1–15. https://doi.org/10.1038/s44159-

023-00221-9 

Murphy, G. L. (1996). On metaphoric representation. Cognition, 60(2), 173–204. 

https://doi.org/10.1016/0010-0277(96)00711-1 

Müsseler, J., Stork, S., & Kerzel, D. (2002). Comparing mislocalizations with moving stimuli: The 

Fröhlich effect, the flash-lag, and representational momentum. Visual Cognition, 9(1–2), 120–

138. https://doi.org/10.1080/13506280143000359 

Mussweiler, T. (2006). Doing Is for Thinking!: Stereotype Activation by Stereotypic Movements. 

Psychological Science, 17(1), 17–21. https://doi.org/10.1111/j.1467-9280.2005.01659.x 

Muthukrishna, M., & Henrich, J. (2019). A problem in theory. Nature Human Behaviour, 3(3), 221–

229. 

Myachykov, A., & Fischer, M. H. (2019). A hierarchical view of abstractness: Grounded, embodied, 

and situated aspects. Physics of Life Reviews, 29, 161–163. 

https://doi.org/10.1016/j.plrev.2019.04.005 

Myachykov, A., Scheepers, C., Fischer, M. H., & Kessler, K. (2014). TEST: A Tropic, Embodied, and 

Situated Theory of Cognition. Topics in Cognitive Science, 6, 442–460. 

https://doi.org/10.1111/tops.12024 

Nagel, T. (2007). Reductionism and Antireductionism. In G. R. Bock & J. A. Goode (Eds.), Novartis 

Foundation Symposia (1st ed., pp. 3–14). Wiley. https://doi.org/10.1002/9780470515488.ch2 



Holistic Grounded Cognition  124 

Nakamoto, H., Mori, S., Ikudome, S., Unenaka, S., & Imanaka, K. (2015). Effects of sport expertise 

on representational momentum during timing control. Attention, Perception, and Psychophysics, 

77(3), 961–971. https://doi.org/10.3758/s13414-014-0818-9 

Neumann, J. V. (1958). The Computer and the Brain. Yale University Press. 

Newell, A. (1980). Physical symbol systems. Cognitive Science, 4(2), 135–183. 

https://doi.org/10.1016/S0364-0213(80)80015-2 

Newell, A., & Simon, H. A. (1972). Human Problem Solving (Reprint ed. edition). Echo Point Books & 

Media. 

Newen, A., De Bruin, L., & Gallagher, S. (2018). The Oxford Handbook of 4E Cognition. 

https://doi.org/10.1093/oxfordhb/9780198735410.001.0001 

Noë, A. (2009). Out of our heads: Why you are not your brain, and other lessons from the biology of 

consciousness. Macmillan. 

Nosek, B. A., Alter, G., Banks, G. C., Borsboom, D., Bowman, S. D., Breckler, S. J., Buck, S., 

Chambers, C. D., Chin, G., Christensen, G., Contestabile, M., Dafoe, A., Eich, E., Freese, J., 

Glennerster, R., Goroff, D., Green, D. P., Hesse, B., Humphreys, M., … Yarkoni, T. (2015). 

Promoting an open research culture. Science (New York, N.Y.), 348(6242), 1422–1425. 

https://doi.org/10.1126/science.aab2374 

Nosek, B. A., Hardwicke, T. E., Moshontz, H., Allard, A., Corker, K. S., Dreber, A., Fidler, F., Hilgard, 

J., Kline Struhl, M., Nuijten, M. B., Rohrer, J. M., Romero, F., Scheel, A. M., Scherer, L. D., 

Schönbrodt, F. D., & Vazire, S. (2022). Replicability, Robustness, and Reproducibility in 

Psychological Science. Annual Review of Psychology, 73, 719–748. 

https://doi.org/10.1146/annurev-psych-020821-114157 

Oberauer, K., & Lewandowsky, S. (2019). Addressing the theory crisis in psychology. Psychonomic 

Bulletin & Review, 26(5), 1596–1618. https://doi.org/10.3758/s13423-019-01645-2 



Holistic Grounded Cognition  125 

Oberheim, E., & Hoyningen-Huene, P. (2009). The Incommensurability of Scientific Theories. 

https://plato.stanford.edu/Entries/incommensurability/#RevParThoKuhInc 

O’Brien, G. (2016). How Does Mind Matter? Open MIND, 2-Vol. Set. 

https://doi.org/10.7551/mitpress/10603.003.0085 

O’Brien, G., & Opie, J. (2004). Notes Toward a Structuralist Theory of Mental Representation. 

Representation in Mind: New Approaches to Mental Representation. https://doi.org/10.1016/B978-

008044394-2/50004-X 

O’Brien, G., & Opie, J. (2006). How do connectionist networks compute? Cognitive Processing, 7(1), 

30–41. https://doi.org/10.1007/s10339-005-0017-7 

O’Brien, G., & Opie, J. (2015). Intentionality Lite or Analog Content? Philosophia, 43(3), 723–729. 

https://doi.org/10.1007/s11406-015-9623-5 

O’Keefe, J., & Dostrovsky, J. (1971). The hippocampus as a spatial map. Preliminary evidence from 

unit activity in the freely-moving rat. Brain Research, 34(1), 171–175. 

https://doi.org/10.1016/0006-8993(71)90358-1 

Open Science Collaboration. (2015). Estimating the reproducibility of psychological science. Science, 

349(6251), aac4716. https://doi.org/10.1126/science.aac4716 

OpenAI. (2024, February 15). Video generation models as world simulators. 

https://openai.com/research/video-generation-models-as-world-simulators 

Oppenheim, P., & Putnam, H. (1958). Unity of Science as a Working Hypothesis. Minnesota Studies in 

the Philosophy of Science, 2, 3–36. 

Ostarek, M., & Bottini, R. (2021). Towards strong inference in research on embodiment–possibilities 

and limitations of causal paradigms. Journal of Cognition, 4(1). 

Ostarek, M., & Huettig, F. (2019). Six Challenges for Embodiment Research. Current Directions in 

Psychological Science, 28(6), 593–599. https://doi.org/10.1177/0963721419866441 



Holistic Grounded Cognition  126 

Overton, W. (2002). Understanding, explanation, and reductionism: Finding a cure for Cartesian 

Anxiety. Reductionism, 29–51. 

Özpolat, B. D., Arur, S., & Srivastava, M. (2025). A case for broadening our view of mechanism in 

developmental biology. Development, 152(2), dev204605. https://doi.org/10.1242/dev.204605 

P. Simmons, J., D. Nelson, L., & Simonsohn, U. (2021). Pre-registration: Why and How. Journal of 

Consumer Psychology, 31(1), 151–162. https://doi.org/10.1002/jcpy.1208 

Paivio, A. (1990). Mental representations: A dual coding approach. Oxford university press. 

https://books.google.com/books?hl=en&lr=&id=hLGmKkh_4K8C&oi=fnd&pg=PA3&dq=M

ental+representations:+A+dual+coding+approach&ots=B6z0aAjjpr&sig=htI3v9_9X3sfM3xSpZ

7_1rt4maM 

Palmer, S. (1978). Fundamental Aspects of Cognitive Representation. In E. Rosch & B. Lloyd (Eds.), 

Cognition and Categorization (pp. 259–303). Lawrence Elbaum Associates. 

Papagno, C., Capasso, R., & Miceli, G. (2009). Reversed concreteness effect for nouns in a subject 

with semantic dementia. Neuropsychologia, 47(4), 1138–1148. 

https://doi.org/10.1016/j.neuropsychologia.2009.01.019 

Papesh, M. H. (2015). Just out of reach: On the reliability of the action-sentence compatibility effect. 

Journal of Experimental Psychology: General, 144(6), e116. 

Parr, T., Pezzulo, G., & Friston, K. J. (2022). Active inference: The free energy principle in mind, brain, and 

behavior. MIT Press. 

https://books.google.com/books?hl=en&lr=&id=UrZNEAAAQBAJ&oi=fnd&pg=PR7&dq=a

ctive+inference&ots=aNBH-_TgtD&sig=PnKS2JcRrIleHAj443VI62qKRvk 

Patterson, D. A., & Hennessy, J. L. (2017). Computer organization and design: The hardware/software 

interface : ARM edition. Morgan Kaufmann. 

http://app.knovel.com/hotlink/toc/id:kpCODTHS0F/computer-organization-and 



Holistic Grounded Cognition  127 

Patterson, K., Nestor, P. J., & Rogers, T. T. (2007). Where do you know what you know? The 

representation of semantic knowledge in the human brain. Nature Reviews Neuroscience, 8(12), 

976–987. 

Paul, K., Angus, D. J., Bublatzky, F., Wüllhorst, R., Endrass, T., Greenwood, L.-M., Hajcak, G., Jack, 

B. N., Korinth, S. P., Kroczek, L. O. H., Lucero, B., Mundorf, A., Nolden, S., Peterburs, J., 

Pfabigan, D. M., Schettino, A., Severo, M. C., Lee Shing, Y., Turan, G., … Pourtois, G. (2025). 

Revisiting the electrophysiological correlates of valence and expectancy in reward processing – 

A multi-lab replication. Cortex, 184, 150–171. https://doi.org/10.1016/j.cortex.2024.12.017 

Pecher, D. (2018). Curb Your Embodiment. Topics in Cognitive Science, 10(3), 501–517. 

https://doi.org/10.1111/tops.12311 

Pecher, D., Boot, I., & Van Dantzig, S. (2011). Abstract concepts: Sensory-motor grounding, 

metaphors, and beyond. In Psychology of learning and motivation (Vol. 54, pp. 217–248). Elsevier. 

Pecher, D., & Zeelenberg, R. (2018). Boundaries to grounding abstract concepts. Philosophical 

Transactions of the Royal Society B: Biological Sciences, 373(1752), 20170132. 

https://doi.org/10.1098/rstb.2017.0132 

Pecher, D., Zeelenberg, R., & Barsalou, L. W. (2003). Verifying Different-Modality Properties for 

Concepts Produces Switching Costs. Psychological Science, 14(2), 119–124. 

https://doi.org/10.1111/1467-9280.t01-1-01429 

Pelkey, J. (2023). Embodiment and language. WIREs Cognitive Science, 14(5), e1649. 

https://doi.org/10.1002/wcs.1649 

Pessoa, L. (2017). Cognitive-motivational interactions: Beyond boxes-and-arrows models of the mind-

brain. Motivation Science, 3(3), 287–303. https://doi.org/10.1037/mot0000074 

Pexman, P. M. (2017). The role of embodiment in conceptual development. Language, Cognition and 

Neuroscience, 34(10), 1274–1283. https://doi.org/10.1080/23273798.2017.1303522 



Holistic Grounded Cognition  128 

Pexman, P. M., Diveica, V., & Binney, R. J. (2022). Social semantics: The organization and grounding 

of abstract concepts. Philosophical Transactions of the Royal Society B: Biological Sciences, 378(1870), 

20210363. https://doi.org/10.1098/rstb.2021.0363 

Pezzulo, G. (2008). Coordinating with the Future: The Anticipatory Nature of Representation. Minds 

and Machines, 18(2), 179–225. https://doi.org/10.1007/s11023-008-9095-5 

Pezzulo, G. (2011). Grounding Procedural and Declarative Knowledge in Sensorimotor Anticipation. 

Mind & Language, 26(1), 78–114. https://doi.org/10.1111/j.1468-0017.2010.01411.x 

Pezzulo, G. (2012). An Active Inference view of cognitive control. Frontiers in Psychology, 3. 

https://doi.org/10.3389/fpsyg.2012.00478 

Pezzulo, G. (2017). Tracing the Roots of Cognition in Predictive Processing. MIND Group, Philosophy 

and Predictive Processing. https://doi.org/10.15502/9783958573215 

Pezzulo, G., Barsalou, L. W., Cangelosi, A., Fischer, M., McRae, K., & Spivey, M. J. (2013). 

Computational Grounded Cognition: A new alliance between grounded cognition and 

computational modeling. Frontiers in Psychology, 3. 

https://www.frontiersin.org/articles/10.3389/fpsyg.2012.00612 

Pezzulo, G., Candidi, M., Dindo, H., & Barca, L. (2013). Action simulation in the human brain: 

Twelve questions. New Ideas in Psychology, 31(3), 270–290. 

https://doi.org/10.1016/j.newideapsych.2013.01.004 

Pezzulo, G., & Castelfranchi, C. (2007). The symbol detachment problem. Cognitive Processing, 8(2), 

115–131. https://doi.org/10.1007/s10339-007-0164-0 

Pezzulo, G., & Castelfranchi, C. (2009). Thinking as the control of imagination: A conceptual 

framework for goal-directed systems. Psychological Research PRPF, 73(4), 559–577. 

https://doi.org/10.1007/s00426-009-0237-z 



Holistic Grounded Cognition  129 

Pezzulo, G., & Cisek, P. (2016). Navigating the Affordance Landscape: Feedback Control as a Process 

Model of Behavior and Cognition. Trends in Cognitive Sciences, 20(6), 414–424. 

https://doi.org/10.1016/j.tics.2016.03.013 

Pezzulo, G., D’Amato, L., Mannella, F., Priorelli, M., Van de Maele, T., Stoianov, I. P., & Friston, K. J. 

(2024). Neural representation in active inference: Using generative models to interact with—

and understand—the lived world. Annals of the New York Academy of Sciences, 1534(1), 45–68. 

https://doi.org/10.1111/nyas.15118 

Pezzulo, G., Donnarumma, F., Iodice, P., Maisto, D., & Stoianov, I. (2017). Model-Based Approaches 

to Active Perception and Control. Entropy, 19(6), Article 6. 

https://doi.org/10.3390/e19060266 

Pezzulo, G., Parr, T., Cisek, P., Clark, A., & Friston, K. J. (2024). Generating meaning: Active 

inference and the scope and limits of passive AI. Trends in Cognitive Sciences, 28(2), 97–112. 

https://doi.org/10.1016/j.tics.2023.10.002 

Pezzulo, G., Parr, T., & Friston, K. J. (2024). Active inference as a theory of sentient behavior. 

Biological Psychology, 186, 108741. https://doi.org/10.1016/j.biopsycho.2023.108741 

Pezzulo, G., Rigoli, F., & Friston, K. J. (2015). Active Inference, homeostatic regulation and adaptive 

behavioural control. Progress in Neurobiology, 134, 17–35. 

https://doi.org/10.1016/j.pneurobio.2015.09.001 

Piaget, J. (1927). The child’s conception of physical causality. Routledge. 

https://www.taylorfrancis.com/books/mono/10.4324/9781351305082/child-conception-

physical-causality-jean-piaget 

Piaget, J., & Cook, M. (1952). The origins of intelligence in children (Vol. 8). International Universities 

Press New York. 



Holistic Grounded Cognition  130 

http://www.bxscience.edu/ourpages/auto/2014/11/16/50007779/Piaget%20When%20Thin

king%20Begins10272012_0000.pdf 

Pinker, S. (1995). The language instinct (1st HarperPerennial ed). HarperPerennial. 

Pirolli, P. L. T. (2007). Information Foraging Theory: Adaptive Interaction with Information. Oxford 

University Press. https://doi.org/10.1093/acprof:oso/9780195173321.001.0001 

Pitt, D. (2022). Mental Representation. In The Stanford Encyclopedia of Philosophy (Fall 2022 Edition). 

https://plato.stanford.edu/entries/mental-representation/?trk=public_post_comment-text 

Platt, J. R. (1964). Strong Inference. Science, 146(3642), 347–353. 

https://doi.org/10.1126/science.146.3642.347 

Podsakoff, P. M., MacKenzie, S. B., & Podsakoff, N. P. (2016). Recommendations for Creating Better 

Concept Definitions in the Organizational, Behavioral, and Social Sciences. Organizational 

Research Methods, 19(2), 159–203. https://doi.org/10.1177/1094428115624965 

Poeppel, D. (2017). The Influence of Chomsky on the Neuroscience of Language. In J. McGilvray 

(Ed.), The Cambridge Companion to Chomsky (2nd ed., pp. 155–174). Cambridge University 

Press. https://doi.org/10.1017/9781316716694.008 

Poincaré, H. (1905). Science and hypothesis. Science Press. 

Popper, K. (1959). The logic of scientific discovery. Routledge. 

Popper, K. (1995). In Search of a Better World: Lectures and Essays from Thirty Years. Taylor and Francis. 

Port, R. F., & Van Gelder, T. (1995). Mind as motion: Explorations in the dynamics of cognition. MIT press. 

https://books.google.com/books?hl=en&lr=&id=e6HUM6V8QbQC&oi=fnd&pg=PR7&dq=

port+van+gelder&ots=S4ZcvzQu0h&sig=Ctcg1bFvpd0GSHAC98Cz-0Rrk3M 

Poth, N. L. (2022). Schema-Centred Unity and Process-Centred Pluralism of the Predictive Mind. 

Minds and Machines, 32(3), 433–459. https://doi.org/10.1007/s11023-022-09595-w 



Holistic Grounded Cognition  131 

Prado, J., & Knops, A. (2024). Spatial attention in mental arithmetic: A literature review and meta-

analysis. Psychonomic Bulletin & Review, 31(5), 2036–2057. https://doi.org/10.3758/s13423-

024-02499-z 

Pramod, R., Cohen, M. A., Tenenbaum, J. B., & Kanwisher, N. (2022). Invariant representation of 

physical stability in the human brain. eLife, 11, e71736. https://doi.org/10.7554/eLife.71736 

Prigogine, I., & Stengers, I. (1984). Order out of chaos: Man’s new dialogue with nature. Bantam Books. 

Prinz, J. J. (2005). The Return of Concept Empiricism. In H. Cohen & C. Lefebvre (Eds.), Handbook of 

Categorization in Cognitive Science (pp. 679–695). Elsevier Science Ltd. 

https://doi.org/10.1016/B978-008044612-7/50085-8 

Prinz, J. J. (2012). Beyond human nature: How culture and experience shape the human mind (pp. xii, 402). W 

W Norton & Co. 

Proctor, R. W., & Cho, Y. S. (2006). Polarity correspondence: A general principle for performance of 

speeded binary classification tasks. Psychological Bulletin, 132(3), 416–442. 

https://doi.org/10.1037/0033-2909.132.3.416 

Proietti, R., Pezzulo, G., & Tessari, A. (2023). An active inference model of hierarchical action 

understanding, learning and imitation. Physics of Life Reviews, 46. 

https://doi.org/10.1016/j.plrev.2023.05.012 

Pulvermüller, F. (2005). Brain mechanisms linking language and action. Nature Reviews Neuroscience, 

6(7), Article 7. https://doi.org/10.1038/nrn1706 

Pulvermüller, F. (2013). How neurons make meaning: Brain mechanisms for embodied and abstract-

symbolic semantics. Trends in Cognitive Sciences, 17(9), 458–470. 

https://doi.org/10.1016/j.tics.2013.06.004 

Pulvermüller, F. (2018). Neural reuse of action perception circuits for language, concepts and 

communication. Progress in Neurobiology, 160, 1–44. 



Holistic Grounded Cognition  132 

Pulvermüller, F., & Fadiga, L. (2010). Active perception: Sensorimotor circuits as a cortical basis for 

language. Nature Reviews Neuroscience, 11(5), 351–360. https://doi.org/10.1038/nrn2811 

Pylyshyn, Z. W. (1980). Computation and cognition: Issues in the foundations of cognitive science. 

Behavioral and Brain Sciences. 

Pylyshyn, Z. W. (1984). Computation and Cognition: Toward a Foundation for Cognitive Science. The MIT 

Press. https://doi.org/10.7551/mitpress/2004.001.0001 

Quilty-Dunn, J., Porot, N., & Mandelbaum, E. (2022). The Best Game in Town: The Re-Emergence of 

the Language of Thought Hypothesis Across the Cognitive Sciences. Behavioral and Brain 

Sciences, 1–55. https://doi.org/10.1017/S0140525X22002849 

Raab, M. (2020). Judgment, decision-making, and embodied choices. Academic Press. 

https://books.google.com/books?hl=en&lr=&id=_WnnDwAAQBAJ&oi=fnd&pg=PP1&dq=r

aab+embodied+choices+&ots=SkR3OTHdK3&sig=T2IPN-xmtRGkDPOvJUU2UQUoofQ 

Rączaszek-Leonardi, J. (2016). How does a word become a message? An illustration on a developmental 

time-scale. New Ideas in Psychology, 42, 46–55. 

https://doi.org/10.1016/j.newideapsych.2015.08.001 

Rączaszek-Leonardi, J. (2023). What Dynamic Approaches Have Taught Us About Cognition and 

What They Have Not: On Values in Motion and the Importance of Replicable Forms. Topics in 

Cognitive Science, tops.12709. https://doi.org/10.1111/tops.12709 

Raja, V. (2018). A Theory of Resonance: Towards an Ecological Cognitive Architecture. Minds and 

Machines, 28. https://doi.org/10.1007/s11023-017-9431-8 

Ralph, M. A. L., Jefferies, E., Patterson, K., & Rogers, T. T. (2017). The neural and computational 

bases of semantic cognition. Nature Reviews Neuroscience, 18(1), 42–55. 

https://doi.org/10.1038/nrn.2016.150 



Holistic Grounded Cognition  133 

Ramsey, W. (2018). Maps, models and computational simulations in the mind. In The Routledge 

Handbook of the Computational Mind. Routledge. 

Ramsey, W. M. (2007). Representation Reconsidered. Cambridge University Press. 

https://doi.org/10.1017/CBO9780511597954 

Ramstead, M. J., Kirchhoff, M. D., & Friston, K. J. (2020). A tale of two densities: Active inference is 

enactive inference. Adaptive Behavior, 28(4), 225–239. 

Rao, R. P., & Ballard, D. H. (1999). Predictive coding in the visual cortex: A functional interpretation 

of some extra-classical receptive-field effects. Nature Neuroscience, 2(1), 79–87. 

Rebollo, I., & Tallon-Baudry, C. (2022). The sensory and motor components of the cortical hierarchy 

are coupled to the rhythm of the stomach during rest. Journal of Neuroscience, 42(11), 2205–

2220. 

Reed, C. L., & Vinson, N. G. (1996). Conceptual Effects on Representational Momentum. Journal of 

Experimental Psychology: Human Perception and Performance, 22(4), 839–850. 

https://doi.org/10.1037/0096-1523.22.4.839 

Reilly, J., Shain, C., Borghesani, V., Kuhnke, P., Vigliocco, G., Peelle, J. E., Mahon, B., Buxbaum, L., 

Majid, A., Brysbaert, M., Borghi, A. M., De Deyne, S., Dove, G., Papeo, L., Pexman, P. M., 

Poeppel, D., Lupyan, G., Boggio, P., Hickock, G., … Vinson, D. (2023). What we mean when we 

say semantic: A Consensus statement on the nomenclature of semantic memory [Preprint]. PsyArXiv. 

https://doi.org/10.31234/osf.io/xrnb2 

Reinboth, T., & Farkaš, I. (2022). Ultimate Grounding of Abstract Concepts: A Graded Account. 

Journal of Cognition, 5(1), Article 1. https://doi.org/10.5334/joc.214 

Richards, B. A., & Lillicrap, T. P. (2022). The Brain-Computer Metaphor Debate Is Useless: A Matter 

of Semantics. Frontiers in Computer Science, 4, 810358. 

https://doi.org/10.3389/fcomp.2022.810358 



Holistic Grounded Cognition  134 

Richardson, D. C., Spivey, M. J., Barsalou, L. W., & McRae, K. (2003). Spatial representations 

activated during real-time comprehension of verbs. Cognitive Science, 27(5), 767–780. 

https://doi.org/10.1207/s15516709cog2705_4 

Richardson, D. C., Spivey, M. J., Edelman, S., & Naples, A. J. (2001). “ Language is spatial”: 

Experimental evidence for image schemas of concrete and abstract verbs. Proceedings of the 

Annual Meeting of the Cognitive Science Society, 23(23). 

Richardson, M. J., & Chemero, A. (2014). Complex dynamical systems and embodiment. In The 

Routledge handbook of embodied cognition (pp. 39–50). Routledge/Taylor & Francis Group. 

Roberts, B. W., Lejuez, C., Krueger, R. F., Richards, J. M., & Hill, P. L. (2014). What is 

conscientiousness and how can it be assessed? Developmental Psychology, 50(5), 1315–1330. 

https://doi.org/10.1037/a0031109 

Robinson, H. (2023). Dualism. In E. N. Zalta & U. Nodelman (Eds.), The Stanford Encyclopedia of 

Philosophy (Spring 2023). Metaphysics Research Lab, Stanford University. 

https://plato.stanford.edu/archives/spr2023/entries/dualism/ 

Robinson, M. D., & Fetterman, A. K. (2015). The Embodiment of Success and Failure as Forward versus 

Backward Movements. https://doi.org/10.1371/journal.pone.0117285 

Roederer, J. G. (2009). The Physics and Psychophysics of Music. Springer US. 

https://doi.org/10.1007/978-0-387-09474-8 

Rolfs, M., Dambacher, M., & Cavanagh, P. (2013). Visual Adaptation of the Perception of Causality. 

Current Biology, 23(3), 250–254. https://doi.org/10.1016/j.cub.2012.12.017 

Rosen, R. (1985). Anticipatory systems: Philosophical, mathematical, and methodological foundations (2nd ed). 

Springer. 

Rosenthal, D. (2010). How to think about mental qualities. Philosophical Issues, 20, 368–393. 



Holistic Grounded Cognition  135 

Rossiter, J. R. (1972). The History of Tidal Predictions in the United Kingdom before the Twentieth 

Century. Proceedings of the Royal Society of Edinburgh. Section B. Biology, 73, 13–23. 

https://doi.org/10.1017/S0080455X00002071 

Rothschild, L. J., & Lister, A. (with University College, London, & Linnean society of London). 

(2003). Evolution on planet earth: The impact of the physical environment. Academic Press. 

Rouder, J. N., Speckman, P. L., Sun, D., Morey, R. D., & Iverson, G. (2009). Bayesian t tests for 

accepting and rejecting the null hypothesis. Psychonomic Bulletin & Review, 16(2), 225–237. 

https://doi.org/10.3758/PBR.16.2.225 

Rovelli, C. (2018). Meaning and Intentionality = Information + Evolution. In A. Aguirre, B. Foster, & 

Z. Merali (Eds.), Wandering Towards a Goal: How Can Mindless Mathematical Laws Give Rise to 

Aims and Intention? (pp. 17–27). Springer International Publishing. 

https://doi.org/10.1007/978-3-319-75726-1_3 

Rowlands, M. (2010). The New Science of the Mind: From Extended Mind to Embodied Phenomenology. MIT 

Press. 

Rozin, P. (2001). Social Psychology and Science: Some Lessons From Solomon Asch. Personality and 

Social Psychology Review, 5(1), 2–14. https://doi.org/10.1207/S15327957PSPR0501_1 

RStudio Team. (2020). RStudio: Integrated Development for R [Computer software]. 

http://www.rstudio.com/ 

Rumelhart, D. E., McClelland, J. L., & Group, P. R. (1986). Parallel Distributed Processing, Volume 1: 

Explorations in the Microstructure of Cognition: Foundations. The MIT Press. 

https://doi.org/10.7551/mitpress/5236.001.0001 

Safron, A. (2022). Integrated world modeling theory expanded: Implications for the future of 

consciousness. Frontiers in Computational Neuroscience, 16. 

https://www.frontiersin.org/articles/10.3389/fncom.2022.642397 



Holistic Grounded Cognition  136 

Sakaluk, J. K. (2016). Exploring Small, Confirming Big: An alternative system to The New Statistics for 

advancing cumulative and replicable psychological research. Journal of Experimental Social 

Psychology, 66, 47–54. https://doi.org/10.1016/j.jesp.2015.09.013 

Sanbonmatsu, D. M., & Johnston, W. A. (2019). Redefining Science: The Impact of Complexity on 

Theory Development in Social and Behavioral Research. Perspectives on Psychological Science, 

14(4), 672–690. https://doi.org/10.1177/1745691619848688 

Sanbonmatsu, D. M., Neufeld, B., & Posavac, S. S. (2025). There is no theory crisis in psychological 

science. Journal of Theoretical and Philosophical Psychology. https://doi.org/10.1037/teo0000301 

Sanborn, A. N., Mansinghka, V. K., & Griffiths, T. L. (2013). Reconciling intuitive physics and 

Newtonian mechanics for colliding objects. Psychological Review, 120(2), 411–437. 

https://doi.org/10.1037/a0031912 

Sarkar, S. (1998). Genetics and Reductionism. Cambridge University Press. 

Scarpina, F., & Tagini, S. (2017). The Stroop Color and Word Test. Frontiers in Psychology, 8, 557. 

https://doi.org/10.3389/fpsyg.2017.00557 

Schmidt, H.-J. (2024). Structuralism in Physics. In E. N. Zalta & U. Nodelman (Eds.), The Stanford 

Encyclopedia of Philosophy (Spring 2024). Metaphysics Research Lab, Stanford University. 

https://plato.stanford.edu/archives/spr2024/entries/physics-structuralism/ 

Scholl, B. J., & Tremoulet, P. D. (2000). Perceptual causality and animacy. Trends in Cognitive Sciences, 

4(8), 299–309. https://doi.org/10.1016/S1364-6613(00)01506-0 

Schrödinger, E. (1944). What is life? The physical aspect of the living cell and mind. Cambridge university 

press Cambridge. http://www.spaz.org/~jake/pix/schrodinger.pdf 

Schubotz, R. I. (2007). Prediction of external events with our motor system: Towards a new 

framework. Trends in Cognitive Sciences, 11(5), 211–218. 

https://doi.org/10.1016/j.tics.2007.02.006 



Holistic Grounded Cognition  137 

Schwartz, D. L. (1999). Physical imagery: Kinematic versus dynamic models. Cognitive Psychology, 38(3), 

433–464. https://doi.org/10.1006/cogp.1998.0702 

Schwartz, S. P. (1980). Natural Kinds and Nominal Kinds. Mind, 89(354), 182–195. 

Schwettmann, S., Tenenbaum, J. B., & Kanwisher, N. (2019). Invariant representations of mass in the 

human brain. eLife, 8, e46619. https://doi.org/10.7554/eLife.46619 

Searle, J. R. (1980). Minds, brains, and programs. Behavioral and Brain Sciences, 3(3), 417–424. 

https://doi.org/10.1017/S0140525X00005756 

Senior, C., Barnes, J., Giampietroc, V., Simmons, A., Bullmore, E. T., Brammer, M., & David, A. S. 

(2000). The functional neuroanatomy of implicit-motion perception or ‘representational 

momentum.’ Current Biology, 10(1), 16–22. https://doi.org/10.1016/S0960-9822(99)00259-6 

Seth, A. K. (2014). The Cybernetic Bayesian Brain. In T. Metzinger & J. M. Windt (Eds.), Open 

MIND. Open MIND. Frankfurt am Main: MIND Group. 

https://doi.org/10.15502/9783958570108 

Seth, A. K., & Friston, K. J. (2016). Active interoceptive inference and the emotional brain. 

Philosophical Transactions of the Royal Society B: Biological Sciences, 371(1708), 20160007. 

https://doi.org/10.1098/rstb.2016.0007 

Seth, A. K., Suzuki, K., & Critchley, H. (2012). An Interoceptive Predictive Coding Model of 

Conscious Presence. Frontiers in Psychology, 2. 

https://www.frontiersin.org/articles/10.3389/fpsyg.2011.00395 

Shagrir, O. (2006). Why we view the brain as a computer. Synthese, 153(3), 393–416. 

https://doi.org/10.1007/s11229-006-9099-8 

Shagrir, O. (2010). Brains as analog-model computers. Studies in History and Philosophy of Science Part A, 

41(3), 271–279. https://doi.org/10.1016/j.shpsa.2010.07.007 



Holistic Grounded Cognition  138 

Shagrir, O. (2012). Structural Representations and the Brain. The British Journal for the Philosophy of 

Science, 63(3), 519–545. https://doi.org/10.1093/bjps/axr038 

Shaki, S., & Fischer, M. H. (2014). Random walks on the mental number line. Experimental Brain 

Research, 232, 43–49. 

Shaki, S., & Fischer, M. H. (2024). How do numbers shift spatial attention? Both processing depth 

and counting habits matter. Journal of Experimental Psychology: General, 153(1), 171–183. 

https://doi.org/10.1037/xge0001493 

Shaki, S., Pinhas, M., & Fischer, M. H. (2018). Heuristics and biases in mental arithmetic: Revisiting 

and reversing operational momentum. Thinking & Reasoning, 24(2), 138–156. 

https://doi.org/10.1080/13546783.2017.1348987 

Shallice, T. (2015). Cognitive neuropsychology and its vicissitudes: The fate of Caramazza’s axioms. 

Cognitive Neuropsychology, 32(7–8), 385–411. 

https://doi.org/10.1080/02643294.2015.1131677 

Shanton, K., & Goldman, A. (2010). Simulation theory. WIREs Cognitive Science, 1(4), 527–538. 

https://doi.org/10.1002/wcs.33 

Shapiro, L. A. (2007). The Embodied Cognition Research Programme. Philosophy Compass, 2(2), 338–

346. https://doi.org/10.1111/j.1747-9991.2007.00064.x 

Shapiro, L. A. (2019). Embodied Cognition. Routledge. 

Shapiro, S. (1997). Philosophy of Mathematics: Structure and Ontology. Oxford University Press. 

Shea, N. (2014). VI—exploitable isomorphism and structural representation. Proceedings of the 

Aristotelian Society, 114(2_pt_2), 123–144. https://academic.oup.com/aristotelian/article-

abstract/114/2_pt_2/123/1791739 

Shea, N. (2018). Representation in Cognitive Science. Oxford University Press. 

https://doi.org/10.1093/oso/9780198812883.001.0001 



Holistic Grounded Cognition  139 

Shepard, R. N. (1978). The mental image. American Psychologist, 33(2), 125–137. 

https://doi.org/10.1037/0003-066X.33.2.125 

Shepard, R. N. (1981). Psychophysical Complementarity. In Perceptual Organization (1st ed.). 

Routledge. 

Shepard, R. N. (1982). Perceptual and Analogical Bases of Cognition. In J. Mehler, E. C. T. Walker, & 

M. Garrett (Eds.), Perspectives on Mental Representation. Routledge. 

Shepard, R. N. (1984). Ecological constraints on internal representation: Resonant kinematics of 

perceiving, imagining, thinking, and dreaming. Human Perception: Institutional Performance and 

Reform in Australia, 91(4), 405–435. https://doi.org/10.4324/9781351156288-32 

Shepard, R. N. (1987). Toward a Universal Law of Generalization for Psychological Science. Science, 

237(4820), 1317–1323. https://doi.org/10.1126/science.3629243 

Shepard, R. N. (2001). Perceptual-cognitive universals as reflections of the world. Behavioral and Brain 

Sciences, 21. 

Shepard, R. N., & Chipman, S. (1970). Second-order isomorphism of internal representations: Shapes 

of states. Cognitive Psychology, 1(1), 1–17. https://doi.org/10.1016/0010-0285(70)90002-2 

Silberstein, M. (2021). Constraints on Localization and Decomposition as Explanatory Strategies in 

the Biological Sciences 2.0. In F. Calzavarini & M. Viola (Eds.), Neural Mechanisms: New 

Challenges in the Philosophy of Neuroscience (pp. 363–393). Springer International Publishing. 

https://doi.org/10.1007/978-3-030-54092-0_16 

Simmons, W. K., & Barsalou, L. W. (2003a). The Similarity-In-Topography Principle: Reconciling Theories 

Of Conceptual Deficits. 

Simmons, W. K., & Barsalou, L. W. (2003b). The Similarity-In-Topography Principle: Reconciling 

Theories Of Conceptual Deficits. Cognitive Neuropsychology, 20(3–6), 451–486. 

https://doi.org/10.1080/02643290342000032 



Holistic Grounded Cognition  140 

Simon, H. A. (1962). The Architecture of Complexity. Proceedings of the American Philosophical Society, 

106(6), 467–482. 

Simonyi, K. (2012). A Cultural History of Physics. CRC Press. 

https://ebookcentral.proquest.com/lib/exeter/detail.action?docID=4742624 

Sims, M. (2023). Many Paths to Anticipatory Behavior: Anticipatory Model Acquisition Across 

Phylogenetic and Ontogenetic Timescales. Biological Theory, 18(2), 114–133. 

https://doi.org/10.1007/s13752-022-00426-w 

Singer, W. (2007). Understanding the brain. EMBO Reports, 8(S1), S16–S19. 

https://doi.org/10.1038/sj.embor.7400994 

Smith, K. A., Battaglia, P. W., & Vul, E. (2013). Consistent physics underlying ballistic motion 

prediction. Proceedings of the Annual Meeting of the Cognitive Science Society, 35(35). 

Smith, K. A., & Vul, E. (2013). Sources of Uncertainty in Intuitive Physics. Topics in Cognitive Science, 

5(1), 185–199. https://doi.org/10.1111/tops.12009 

Smolensky, P. (1988). On the proper treatment of connectionism. Behavioral and Brain Sciences, 11(1), 

1–23. 

Spalek, T. M., & Hammad, S. (2004). Supporting the attentional momentum view of IOR: Is attention 

biased to go right? Perception & Psychophysics, 66(2), 219–233. 

https://doi.org/10.3758/BF03194874 

Speed, L. J., & Majid, A. (2019). Grounding language in the neglected senses of touch, taste, and 

smell. Cognitive Neuropsychology. 

https://www.tandfonline.com/doi/full/10.1080/02643294.2019.1623188 

Spelke, E. S., & Kinzler, K. D. (2007). Core knowledge. Developmental Science, 10(1), 89–96. 

https://doi.org/10.1111/j.1467-7687.2007.00569.x 

Spencer, H. (1864). The Principles of Biology. Williams and Norgate. 



Holistic Grounded Cognition  141 

Sperry, R. W. (1966). Mind, Brain, and Humanist Values. Bulletin of the Atomic Scientists, 22(7), 2–6. 

https://doi.org/10.1080/00963402.1966.11454956 

Spiegel, B. (2022). Gravity and the Gut: A Hypothesis of Irritable Bowel Syndrome. The American 

Journal of Gastroenterology, 117(12), 1933–1947. 

https://doi.org/10.14309/ajg.0000000000002066 

Spivey, M. J. (2008). The Continuity of Mind. Oxford University Press. 

Spivey, M. J. (2023). Cognitive Science Progresses Toward Interactive Frameworks. Topics in Cognitive 

Science, 15(2), 219–254. https://doi.org/10.1111/tops.12645 

Stanford, K. (2009). Underdetermination of Scientific Theory. http://seop.illc.uva.nl/entries/scientific-

underdetermination/ 

Steels, L. (2008). The Symbol Grounding Problem Has Been Solved. So What’s Next? In M. Vega 

(Ed.), Symbols and Embodiment: Debates on Meaning and Cognition. Oxford University Press. 

Sterling, P., & Laughlin, S. (2015). Principles of neural design. MIT press. 

https://books.google.com/books?hl=en&lr=&id=Tq6rCQAAQBAJ&oi=fnd&pg=PR7&dq=st

erling+Laughlin+2015&ots=-q_9w_PiuC&sig=pu_56VPsN-s66Oc-o2BcHiQ1UjA 

Stroebe, W., & Strack, F. (2014). The Alleged Crisis and the Illusion of Exact Replication. Perspectives 

on Psychological Science, 9(1), 59–71. https://doi.org/10.1177/1745691613514450 

Suddendorf, T., & Corballis, M. C. (2007). The evolution of foresight: What is mental time travel, and 

is it unique to humans? Behavioral and Brain Sciences, 30(3), 299–313. 

https://doi.org/10.1017/S0140525X07001975 

Svensson, H., Morse, A. F., & Ziemke, T. (2009). Neural Pathways of Embodied Simulation. In G. 

Pezzulo, M. V. Butz, O. Sigaud, & G. Baldassarre (Eds.), Anticipatory Behavior in Adaptive 

Learning Systems (Vol. 5499, pp. 95–114). Springer Berlin Heidelberg. 

https://doi.org/10.1007/978-3-642-02565-5_6 



Holistic Grounded Cognition  142 

Swoyer, C. (1991). Structural representation and surrogative reasoning. Synthese, 87(3), 449–508. 

https://doi.org/10.1007/BF00499820 

Tabachnick, B. G. 1936-, & Fidell, L. S. 1942-. (2014). Using Multivariate Statistics. Pearson. 

Tagkopoulos, I., Liu, Y.-C., & Tavazoie, S. (2008). Predictive Behavior Within Microbial Genetic 

Networks. Science, 320(5881), 1313–1317. https://doi.org/10.1126/science.1154456 

Talmy, L. (1983). How Language Structures Space. In SPATIAL ORIENTATION: Theory, Research, and 

Application. 

Talmy, L. (1988). Force Dynamics in Language and Cognition. Cognitive Science, 12(1), 49–100. 

https://doi.org/10.1207/s15516709cog1201_2 

Talmy, L. (2000). Toward a Cognitive Semantics: Concept Structuring Systems. MIT Press. 

Taniguchi, T., Murata, S., Suzuki, M., Ognibene, D., Lanillos, P., Ugur, E., Jamone, L., Nakamura, T., 

Ciria, A., Lara, B., & Pezzulo, G. (2023). World models and predictive coding for cognitive 

and developmental robotics: Frontiers and challenges. Advanced Robotics, 37(13), 780–806. 

https://doi.org/10.1080/01691864.2023.2225232 

Taniguchi, T., Nagai, T., Nakamura, T., Iwahashi, N., Ogata, T., & Asoh, H. (2016). Symbol 

Emergence in Robotics: A Survey. Advanced Robotics, 30(11–12), 706–728. 

https://doi.org/10.1080/01691864.2016.1164622 

Tenenbaum, J. B., Kemp, C., Griffiths, T. L., & Goodman, N. D. (2011). How to Grow a Mind: 

Statistics, Structure, and Abstraction. Science, 331(6022), 1279–1285. 

https://doi.org/10.1126/science.1192788 

Teskey, M., Svendsen, K., Bub, D. N., & Masson, M. E. J. (2024). On the nature of action–sentence 

compatibility effects. Journal of Experimental Psychology: Learning, Memory, and Cognition. 

https://doi.org/10.1037/xlm0001327 



Holistic Grounded Cognition  143 

Thibodeau, P. H., Matlock, T., & Flusberg, S. J. (2019). The role of metaphor in communication and 

thought. Language and Linguistics Compass, 13(5), e12327. https://doi.org/10.1111/lnc3.12327 

Thompson, B., Roberts, S. G., & Lupyan, G. (2020). Cultural influences on word meanings revealed 

through large-scale semantic alignment. Nature Human Behaviour, 4(10), Article 10. 

https://doi.org/10.1038/s41562-020-0924-8 

Thompson, D. W. (1917). On Growth and Form: The Complete Revised Edition (Revised edition). Dover 

Publications. 

Thompson, E. (2010). Mind in life: Biology, phenomenology, and the sciences of mind (First Harvard 

University Press paperback edition). The Belknap Press of Harvard University Press. 

Thompson, E., & Varela, F. J. (2001). Radical embodiment: Neural dynamics and consciousness. 

Trends in Cognitive Sciences, 5(10), 418–425. https://doi.org/10.1016/S1364-6613(00)01750-2 

Thomson, W. (1868). Report to Committee for the purpose of promoting the extension, improvement and 

harmonic analysis of tidal observations (pp. 489–510). Rep. Br. Ass. Advmt Set. 

Todorov, E. (2009). Parallels between Sensory and Motor Information Processing. In M. S. Gazzaniga 

(Ed.), The Cognitive Neurosciences (4th ed.). The MIT Press. 

https://doi.org/10.7551/mitpress/8029.003.0054 

Tolentino-Castro, J. W., & Raab, M. (2021). Intellectual Disabilities Behavior Under the Lens of 

Embodied Cognition Approaches. Frontiers in Psychology, 12. 

https://doi.org/10.3389/fpsyg.2021.620083 

Tolman, E. C. (1948). Cognitive maps in rats and men. Psychological Review, 55(4), 189–208. 

https://doi.org/10.1037/h0061626 

Tooby, J., & Cosmides, L. (1992). The psychological foundations of culture. In The adapted mind: 

Evolutionary psychology and the generation of culture (pp. 19–136). Oxford University Press. 



Holistic Grounded Cognition  144 

Topolinski, S., Boecker, L., Löffler, C. S., Gusmão, B., & Ingendahl, M. (2022). On the emergence of 

the in–out effect across trials: Two items do the trick. Psychological Research. 

https://doi.org/10.1007/s00426-022-01715-6 

Törneke, N. (2020). Strategies for using metaphor in psychological treatment. Metaphor and the Social 

World, 10(2), 214–232. https://doi.org/10.1075/msw.00004.tor 

Torricelli, F., Tomassini, A., Pezzulo, G., Pozzo, T., Fadiga, L., & D’Ausilio, A. (2022). Motor 

invariants in action execution and perception. Physics of Life Reviews. 

https://doi.org/10.1016/j.plrev.2022.11.003 

Trafimow, D., & Earp, B. D. (2016). Badly specified theories are not responsible for the replication 

crisis in social psychology: Comment on Klein. Theory & Psychology, 26(4), 540–548. 

https://doi.org/10.1177/0959354316637136 

Triandis, H. C. (1980). Values, attitudes, and interpersonal behavior. Nebraska Symposium on 

Motivation. Nebraska Symposium on Motivation, 27, 195–259. 

Trope, Y., & Liberman, N. (2010). Construal-Level Theory of Psychological Distance. Psychological 

Review, 117(2), 440–463. https://doi.org/10.1037/a0018963 

Trope, Y., Liberman, N., & Wakslak, C. (2007). Construal Levels and Psychological Distance: Effects 

on Representation, Prediction, Evaluation, and Behavior. Journal of Consumer Psychology : The 

Official Journal of the Society for Consumer Psychology, 17(2), 83–95. 

https://doi.org/10.1016/S1057-7408(07)70013-X 

Trumpp, N. M., Ulrich, M., & Kiefer, M. (2024). Experiential grounding of abstract concepts: 

Processing of abstract mental state concepts engages brain regions involved in mentalizing, 

automatic speech, and lip movements. NeuroImage, 288, 120539. 

https://doi.org/10.1016/j.neuroimage.2024.120539 



Holistic Grounded Cognition  145 

Ullman, T. D., Spelke, E., Battaglia, P., & Tenenbaum, J. B. (2017). Mind Games: Game Engines as 

an Architecture for Intuitive Physics. Trends in Cognitive Sciences, 21(9), 649–665. 

https://doi.org/10.1016/j.tics.2017.05.012 

Uttal, W. R. (2001). New phrenology: The Limits of localizing cognitive processes in the brain. The MIT press. 

Uttal, W. R. (2013). Reliability in Cognitive Neuroscience: A Meta-Meta-Analysis. MIT Press. 

Vallortigara, G. (2018). Comparative cognition of number and space: The case of geometry and of the 

mental number line. Philosophical Transactions of the Royal Society B: Biological Sciences, 

373(1740), 20170120. https://doi.org/10.1098/rstb.2017.0120 

Van de Cruys, S., Friston, K., & Clark, A. (2020). Controlled optimism: Reply to Sun and Firestone 

on the dark room problem. Trends in Cognitive Sciences, 24(9), 1–2. 

Van Elk, M., & Bekkering, H. (2018). The Embodiment of Concepts: Theoretical Perspectives and the 

Role of Predictive Processing. In A. Newen, L. De Bruin, & S. Gallagher (Eds.), The Oxford 

Handbook of 4E Cognition (pp. 640–660). Oxford University Press. 

https://doi.org/10.1093/oxfordhb/9780198735410.013.34 

Van Elk, M., Slors, M., & Bekkering, H. (2010). Embodied Language Comprehension Requires an 

Enactivist Paradigm of Cognition. Frontiers in Psychology, 1. 

https://www.frontiersin.org/articles/10.3389/fpsyg.2010.00234 

van Rooij, I. (2019). Psychological science needs theory development before preregistration. 

Psychonomic Society Featured Content. https://featuredcontent.psychonomic.org/psychological-

science-needs-theory-development-before-preregistration/ 

Versace, R., Vallet, G. T., Riou, B., Lesourd, M., Labeye, É., & Brunel, L. (2014). Act-In: An 

integrated view of memory mechanisms. Journal of Cognitive Psychology, 26(3), 280–306. 

https://doi.org/10.1080/20445911.2014.892113 



Holistic Grounded Cognition  146 

Vicovaro, M. (2021). Intuitive physics and cognitive algebra: A review. European Review of Applied 

Psychology, 71(5), 100610. https://doi.org/10.1016/j.erap.2020.100610 

Vicovaro, M. (2023). Grounding Intuitive Physics in Perceptual Experience. Journal of Intelligence, 

11(10), Article 10. https://doi.org/10.3390/jintelligence11100187 

Viganò, S., Bayramova, R., Doeller, C. F., & Bottini, R. (2023). Mental search of concepts is supported 

by egocentric vector representations and restructured grid maps. Nature Communications, 14(1), 

8132. https://doi.org/10.1038/s41467-023-43831-w 

Vigliocco, G., Kousta, S.-T., Della Rosa, P. A., Vinson, D. P., Tettamanti, M., Devlin, J. T., & Cappa, 

S. F. (2014). The Neural Representation of Abstract Words: The Role of Emotion. Cerebral 

Cortex, 24(7), 1767–1777. https://doi.org/10.1093/cercor/bht025 

Vigliocco, G., Meteyard, L., Andrews, M., & Kousta, S. (2009). Toward a theory of semantic 

representation. Language and Cognition, 1(2), 219–247. 

https://doi.org/10.1515/LANGCOG.2009.011 

Villani, C., Lugli, L., Liuzza, M. T., & Borghi, A. M. (2019). Varieties of abstract concepts and their 

multiple dimensions. Language and Cognition, 11(3), 403–430. 

https://doi.org/10.1017/langcog.2019.23 

Villani, C., Lugli, L., Liuzza, M. T., Nicoletti, R., & Borghi, A. M. (2021). Sensorimotor and 

interoceptive dimensions in concrete and abstract concepts. Journal of Memory and Language, 

116, 104173. https://doi.org/10.1016/j.jml.2020.104173 

Voigt, L., Friedrich, J., Grove, P., Heinrich, N., Ittlinger, S., Iskra, M., Koop, L., Michirev, A., 

Sparascio, S., & Raab, M. (2023). Advancing judgment and decision-making research in sport 

psychology by using the body as an informant in embodied choices. Asian Journal of Sport and 

Exercise Psychology, 3(1), 47–56. 



Holistic Grounded Cognition  147 

Wang, X., Krieger-Redwood, K., Cui, Y., Smallwood, J., Du, Y., & Jefferies, E. (2024). Macroscale 

brain states support the control of semantic cognition. Communications Biology, 7(1), 926. 

https://doi.org/10.1038/s42003-024-06630-7 

Weaver, W. (1948). Science and complexity. American Scientist, 36(4), 536–544. 

Weger, D. M. (2024). Representationalism and Molyneux’s question: An intermodal approach based 

on quality space theory. Philosophy and the Mind Sciences, 5. 

https://doi.org/10.33735/phimisci.2024.11601 

Weger, U. W., & Pratt, J. (2008). Time flies like an arrow: Space-time compatibility effects suggest the 

use of a mental timeline. Psychonomic Bulletin & Review, 15(2), 426–430. 

Wegner, D. M. (1992). The Premature Demise of the Solo Experiment. Personality and Social Psychology 

Bulletin, 18(4), 504–508. https://doi.org/10.1177/0146167292184017 

Wellsby, M., & Pexman, P. M. (2014). Developing embodied cognition: Insights from children’s 

concepts and language processing. Frontiers in Psychology, 5, 506. 

Werner, K., Raab, M., & Fischer, M. H. (2019). Moving arms: The effects of sensorimotor information 

on the problem-solving process. Thinking & Reasoning, 25(2), 171–191. 

https://doi.org/10.1080/13546783.2018.1494630 

Wheeler, M. (1997). Cognition’s coming home: The reunion of life and mind. Proceedings of the Fourth 

European Conference on Artificial Life, 10–19. 

https://citeseerx.ist.psu.edu/document?repid=rep1&type=pdf&doi=299eeada7404139ba8b6cc

dea04c7621516fbb5d 

Wheeler, M. (2011). Mind in Life or Life in Mind? Making Sense of Deep Continuity. Journal of 

Consciousness Studies, 18(5–6), 148–168. 

Wheeler, M. (2015). Embodied Cognition and the Extended Mind. In The Bloomsbury Companion to 

Philosophy of Mind. Bloomsbury Publishing Plc. 



Holistic Grounded Cognition  148 

White, B., Clark, A., Guènin-Carlut, A., Constant, A., & Di Paolo, L. D. (2025). Shifting boundaries, 

extended minds: Ambient technology and extended allostatic control. Synthese, 205(2), 81. 

https://doi.org/10.1007/s11229-025-04924-9 

White, P. A. (2012). The experience of force: The role of haptic experience of forces in visual 

perception of object motion and interactions, mental simulation, and motion-related 

judgments. Psychological Bulletin, 138(4), 589–615. https://doi.org/10.1037/a0025587 

Wiener, N. (1948). Cybernetics or Control and Communication in the Animal and the Machine. The MIT 

Press. https://doi.org/10.7551/mitpress/11810.001.0001 

Wiese, W. (2017). What are the contents of representations in predictive processing? Phenomenology and 

the Cognitive Sciences, 16(4), 715–736. https://doi.org/10.1007/s11097-016-9472-0 

Wiese, W., & Friston, K. J. (2021). Examining the Continuity between Life and Mind: Is There a 

Continuity between Autopoietic Intentionality and Representationality? Philosophies, 6(1), 

Article 1. https://doi.org/10.3390/philosophies6010018 

Wiggins, B. J., & Christopherson, C. D. (2019). The replication crisis in psychology: An overview for 

theoretical and philosophical psychology. Journal of Theoretical and Philosophical Psychology, 39(4), 

202. 

Wilke, A., Hutchinson, J. M. C., Todd, P. M., & Czienskowski, U. (2009). Fishing for the Right 

Words: Decision Rules for Human Foraging Behavior in Internal Search Tasks. Cognitive 

Science, 33(3), 497–529. https://doi.org/10.1111/j.1551-6709.2009.01020.x 

Williams, D. (2018a). Predictive minds and small-scale models: Kenneth Craik’s contribution to 

cognitive science. Philosophical Explorations, 21(2), 245–263. 

https://doi.org/10.1080/13869795.2018.1477982 

Williams, D. (2018b). Predictive Processing and the Representation Wars. Minds and Machines, 28(1), 

141–172. https://doi.org/10.1007/s11023-017-9441-6 



Holistic Grounded Cognition  149 

Williams, D., & Colling, L. (2018). From symbols to icons: The return of resemblance in the cognitive 

neuroscience revolution. Synthese, 195(5), 1941–1967. https://doi.org/10.1007/s11229-017-

1578-6 

Williams, L. E., & Bargh, J. A. (2008). Experiencing physical warmth promotes interpersonal warmth. 

Science, 322(5901), 606–607. https://doi.org/10.1126/science.1162548 

Wilson, A. D., & Golonka, S. (2013). Embodied Cognition is Not What you Think it is. Frontiers in 

Psychology, 4(February), 1–13. https://doi.org/10.3389/fpsyg.2013.00058 

Wilson, M. (2002). Six views of embodied cognition. Psychonomic Bulletin & Review, 9(4), 625–636. 

https://doi.org/10.3758/BF03196322 

Wilson, M. (2008). How Did We Get from There to Here? An Evolutionary Perspective on Embodied 

Cognition. In Handbook of Cognitive Science (pp. 373–393). Elsevier. 

https://doi.org/10.1016/B978-0-08-046616-3.00019-0 

Wilson-Mendenhall, C. D., Barrett, L. F., Simmons, W. K., & Barsalou, L. W. (2011). Grounding 

emotion in situated conceptualization. Neuropsychologia, 49(5), 1105–1127. 

https://doi.org/10.1016/j.neuropsychologia.2010.12.032 

Winter, A., Dudschig, C., Miller, J., Ulrich, R., & Kaup, B. (2022). The action-sentence compatibility 

effect (ACE): Meta-analysis of a benchmark finding for embodiment. Acta Psychologica, 230, 

103712. https://doi.org/10.1016/j.actpsy.2022.103712 

Winter, B. (2022). Abstract concepts and emotion: Cross-linguistic evidence and arguments against 

affective embodiment. Philosophical Transactions of the Royal Society B: Biological Sciences, 

378(1870), 20210368. https://doi.org/10.1098/rstb.2021.0368 

Winter, B., & Matlock, T. (2017). Primary Metaphors Are Both Cultural and Embodied. In Metaphor: 

Embodied Cognition and Discourse (pp. 99–115). https://doi.org/10.1017/9781108182324.007 



Holistic Grounded Cognition  150 

Winter, B., Matlock, T., Shaki, S., & Fischer, M. H. (2015). Mental number space in three 

dimensions. Neuroscience and Biobehavioral Reviews, 57, 209–219. 

https://doi.org/10.1016/j.neubiorev.2015.09.005 

Wolfensteller, U., Schubotz, R. I., & von Cramon, D. Y. (2007). Understanding non-biological 

dynamics with your own premotor system. NeuroImage, 36, T33–T43. 

https://doi.org/10.1016/j.neuroimage.2007.03.040 

Wolff, P. (2017). Force Dynamics. In M. R. Waldmann (Ed.), The Oxford Handbook of Causal Reasoning 

(Vol. 1). Oxford University Press. https://doi.org/10.1093/oxfordhb/9780199399550.013.13 

Wolpert, D. M., Doya, K., & Kawato, M. (2003). A unifying computational framework for motor 

control and social interaction. Philosophical Transactions of the Royal Society of London. Series B: 

Biological Sciences, 358(1431), 593–602. https://doi.org/10.1098/rstb.2002.1238 

Wolpert, D. M., Ghahramani, Z., & Jordan, M. I. (1995). An Internal Model for Sensorimotor 

Integration. Science, 269(5232), 1880–1882. https://doi.org/10.1126/science.7569931 

Wright, R. D., & Dawson, M. R. W. (1994). To what extent do beliefs affect apparent motion? 

Philosophical Psychology, 7(4), 471–491. https://doi.org/10.1080/09515089408573138 

Wulf, A. (2022). MAGNIFICENT REBELS. John Murray. 

Wulff, D. U., & Mata, R. (2023). Automated jingle–jangle detection: Using embeddings to tackle taxonomic 

incommensurability. https://doi.org/10.31234/osf.io/9h7aw 

Wyer Jr, R. S. (2018). The role of mindsets, productions, and perceptual symbols in goal-directed 

information processing. Consumer Psychology Review, 1(1), 90–106. 

https://doi.org/10.1002/arcp.1005 

Yang, J.-Q., Jiang, N., Li, Z.-P., Guo, S., Chen, Z.-Y., Li, B.-B., Chai, S.-B., Lu, S.-Y., Yan, H.-F., Sun, P.-

M., Zhang, T., Sun, H.-W., Yang, J.-W., Zhou, J.-L., Yang, H.-M., & Cui, Y. (2020). The effects 



Holistic Grounded Cognition  151 

of microgravity on the digestive system and the new insights it brings to the life sciences. Life 

Sciences in Space Research, 27, 74–82. https://doi.org/10.1016/j.lssr.2020.07.009 

Yang, Y.-H., & Wolfe, J. M. (2020). Is apparent instability a guiding feature in visual search? Visual 

Cognition, 28(3), 218–238. https://doi.org/10.1080/13506285.2020.1779892 

Yarkoni, T. (2020). The generalizability crisis. The Behavioral and Brain Sciences, 45, e1. 

https://doi.org/10.1017/S0140525X20001685 

Yates, J. (1985). The content of awareness is a model of the world. Psychological Review, 92(2), 249–284. 

https://doi.org/10.1037/0033-295X.92.2.249 

Yildirim, I., & Paul, L. A. (2024). From task structures to world models: What do LLMs know? Trends 

in Cognitive Sciences, 0(0). https://doi.org/10.1016/j.tics.2024.02.008 

Zachar, P. (2002). The Practical Kinds Model as a Pragmatist Theory of Classification. Philosophy, 

Psychiatry, & Psychology, 9(3), 219–227. https://doi.org/10.1353/ppp.2003.0051 

Zacks, J. M., & Tversky, B. (2001). Event structure in perception and conception. Psychological Bulletin, 

127(1), 3–21. https://doi.org/10.1037/0033-2909.127.1.3 

Zago, M., & Lacquaniti, F. (2005). Internal Model of Gravity for Hand Interception: Parametric 

Adaptation to Zero-Gravity Visual Targets on Earth. Journal of Neurophysiology, 94(2), 1346–

1357. https://doi.org/10.1152/jn.00215.2005 

Zago, M., McIntyre, J., Senot, P., & Lacquaniti, F. (2008). Internal models and prediction of visual 

gravitational motion. Vision Research, 48(14), 1532–1538. 

https://doi.org/10.1016/j.visres.2008.04.005 

Zenker, F., & Gärdenfors, P. (2015). Applications of conceptual spaces: The case for geometric knowledge 

representation. Springer International Publishing. 



Holistic Grounded Cognition  152 

Zhang, M., & Li, X. (2012). From Physical Weight to Psychological Significance: The Contribution of 

Semantic Activations. Journal of Consumer Research, 38(6), 1063–1075. 

https://doi.org/10.1086/661768 

Zickfeld, J. H., & Schubert, T. W. (2019). How to Identify and How to Conduct Research that Is 

Informative and Reproducible. In J. Valsiner (Ed.), Social Philosophy of Science for the Social 

Sciences (pp. 147–168). Springer International Publishing. https://doi.org/10.1007/978-3-030-

33099-6_9 

Zwaan, R. A. (2014). Embodiment and language comprehension: Reframing the discussion. Trends in 

Cognitive Sciences, 18(5), 229–234. https://doi.org/10.1016/j.tics.2014.02.008 

Zwaan, R. A. (2016). Situation models, mental simulations, and abstract concepts in discourse 

comprehension. Psychonomic Bulletin & Review, 23(4), 1028–1034. 

https://doi.org/10.3758/s13423-015-0864-x 

Zwaan, R. A. (2021). Two Challenges to “Embodied Cognition” Research And How to Overcome 

Them. Journal of Cognition, 4(1), 14. https://doi.org/10.5334/joc.151 

Zwaan, R. A., & Yaxley, R. H. (2003). Spatial iconicity affects semantic relatedness judgments. 

Psychonomic Bulletin & Review, 10(4), 954–958. https://doi.org/10.3758/BF03196557 

 

  



Holistic Grounded Cognition  153 

Appendix 

Calculation of Mini Meta and Bayes Factor Transformation 

To combine the results of the individual experiments, we performed a mini meta according to 

Goh et al. (2016) and consequently applied a Bayes factor transformation. An R script including these 

calculations is available online (OSF Link). 

These analyses were based on the t-values (t = [1.99, 0.44, 1.03, 1.31]), corresponding degrees of 

freedom (df = [31, 75, 69, 90]), and p-values (p = [0.03, 0.33, 0.15, 0.09]) of the respective experiments. 

From this, correlation coefficients (Pearson’s r) were calculated using the formula: 

r = √(t² / (t² + df)) = [0.34, 0.05, 0.12, 0.14] 

The resulting correlation coefficients were then transformed using Fisher’s z transformation: 

z = (1 / 2) × ln((1 + r) / (1 - r)) = [0.35, 0.05, 0.12, 0.14] 

The weighted Fisher’s z mean was calculated with: 

z̄ = ∑((nᵢ - 3) × zᵢ) / ∑(nᵢ - 3) = 0.13 

where nᵢ represents the sample sizes of the respective studies. The weighted Fisher’s z mean was 

then converted to a mean Pearson’s r using the inverse Fisher transformation: 

r = (e^(2z̄) - 1) / (e^(2z̄) + 1) = 0.13 

Which in turn produces a mean Cohen’s d across all studies of 

d = (2r) / √(1 - r²) = 0.27 

with a 95% confidence interval (CI) of 

CI = [d ± 1.96 × SE_d] = [0.02, 0.52] 

where the standard error for Cohen’s d was derived from the Fisher’s z standard error. The p-

values from the individual studies were combined using Stouffer’s method 

Z_combined = ∑Zᵢ / √k = 3.14 
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where Zᵢ are the individual study Z-scores, and k is the number of studies. This in turn 

produces a combined p-value  

p_combined = 2 × (1 - Φ(|Z_combined|)) = .002 

where Φ represents the cumulative distribution function of the standard normal 

distribution. Furthermore, heterogeneity across studies was assessed using the Q and I² statistics: 

Q = ∑((zᵢ - z̄)² / SE_z²) = 1.87 

I² = ((Q - (k - 1)) / Q) × 100% = 0.00% 

Bayesian Analysis 

In order to arrive at a BF10 for the results of the mini meta, we used the combined Cohen’s D.  

For the prior distribution we chose σ = 1 as is standard for being very uninformative, because 

there is no prior information on this effect (Rouder et al., 2009). Because it is argued that this 

distribution favors larger effects, which would increase the value of the BF10. This prior distribution 

can therefore be characterized as mildly conservative for our assessment of the very small ‘embodied 

effects’. Therefore, following Rouder et al. (2009) and Ly et al. (2016), we used a prior centered at 0 

with a scale parameter r = 1 / √2. This prior reflects a modest expectation of effect size variability. 

The likelihoods under the respective hypotheses (H₀ and H₁) were modeled as 

L(H₀) = Normal(d, SE_d) = Normal(0.28, 0.09) 

L(H1) = Normal(d, √(SE_d2+σ2)) = Normal(0.28, 1.00) 

Using these formulas and the observed Cohen’s d = 0.276, the Bayes factor was computed as 

the ratio of the marginal likelihoods: 

BF₁₀ = L(H₁) / L(H₀) = 13.25 

 


